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Efficient Extreme Event Screening for Power
Systems Using Constrained and Unbalanced
Partitioning

Cristinel Ababei,Member, IEEEand Rajesh Kavasselilember, IEEE

Abstract—In this paper, we design and implement an effi- proposed in [5]. Information on criticality of lines can bsed

cient algorithm fo_r extreme event screenir_lg f(_)r power systems to identify multiple contingencies by selectively explugi
based on constrained and unbalanced partitioning. The proposed multiple combinations of broken lines.

methodology directly addresses the cutsize and power-imbalance
oriented partitioning problem. This problem has two objectives: A second category of methods are based on the multiob-
minimization of the cutsize and maximization of the power- jective partitioning of the power system such that the zetsi

imbalance between partitions. The proposed algorithm uses the - L . . -
well known hMetis partitioner as a core partitioning engine. is minimized while the power-imbalance between partitigns

The main advantages of the proposed screening methodology areMaximized [7]-[9]. Lesieutre et al. [7], proposed a simplfi
scalability, efficiency, and ease of implementation. The average graph theoretic technique based on searching pathological
CPU runtime is less than 0.1 s and 1.5 s for systems with partitions (causing severe power imbalance) with the least
2,383 buses and 43,501 buses, respectively. The quality of thesfort (fewest cuts). This type of partitioning is calledeth
gftjrgit'e%n'i29[73]021:'?ﬂe's?)g'_rgﬂzrst;;gfﬁ_aCh'eved by the algorithm inhil_ai_ting bisection prob_lem[9] and solved us_ing spectral
partitioning based techniques [7],[8] and techniques dhase
the formulation as a maximum-flow/minimum-cut problem

I. INTRODUCTION [9].

ULTIPLE cascading or simultaneous contingencies Algorithms based on nonlinear optimization or spectral

may result in extreme events in electric power systenpartitioning may become computationally expensive egigci
such as the 2003 blackout [1]. While thé — 1 operation for large sizes of power systems. For example, the appreach i
criterion of the power grid is practical in addressing singl[8] has a worst case computational complexityfi N3)2.
contingencies, the combinatorial nature of the genera cds Spectral graph partitioning is known to be slower than other
N-k, k=2,3,..., becomes very challenging computationallypartitioning approaches [10]. The algorithm proposed is th
Therefore, prediction tools that can be used to efficiently apaper uses hMetis - a multi-level move-based partitioner -
ticipate such events are highly desirable [2] and have tBcenwhich is typically 4-10 times faster than other partitiognin
started to attract a lot of interest. Previous work on thjgido schemes [11]. The computational complexity of previousstu
can be classified in two major categories. Methods in boi#s represents the motivation of this paper: we implemedt an
categories, simplify the generaV — k operation criterion study a technique for fast preliminary extreme event siéngen
problem in that they restrict the search to scenarios witeree for power systems based on minimum cutsize and maximum
consequences that may arise from relatively few continigenc power-imbalance partitioning. The main merits of the pigzb

A first category of methods are based on the calculati@hgorithm are: (a) scalability, (b) efficiency - the propdsech-

of the minimum distance from an operating point to thaique provides very short computational runtimes to camcstr
feasibility boundary [3]-[6]. Donde et al. [3], proposedveot power-imbalance/cutsize ratio curves on large scale power
stage method to identify a few transmission lines which, whesystems, (c) simplicity - ease of implementation.

cut, cause the power flow equations to not have a solutlon,We applied the proposed algorithm to power systems with

possibly leading to a failure. In the first screening Staggfzes of up to 43,501 buses. The CPU runtime to construct the

the system graph is partitioned into subgraphs to identify dwer-imbalance/cutsize ratio curve with thirty data p&fin

preliminary set of lines cut during the partitioning. In thAT?s 3_41 s for a system with 2,383 buses. The CPU runtime

second stage, a subset of these lines - whose outage W%Iconstruct the power-imbalance/cutsize ratio curve gt

resullt n a_lltr)]ss of fetﬁsﬁ)mty § qc;e |Sé)late|d for tf_urtheraitadﬂ data points for a system with 43,501 buses is 15.12 s. The
analysis. Their method considered only active power 1o uality of the partitioning solution is similar to that aeked

constraints, and was then extended to_mclude reactive po b?/ the algorithm proposed in [7] for the 30-bus system.
in a mixed integer nonlinear programming formulation [4]. A

nonlinear optimization based technique to identify the mos
critical lines, failure of which can cause severe blackouds

C. Ababei and R. Kavasseri are with the Department of Eledtréamd Where M is the number of lines andV is the number of buses in the
Computer Engineering, North Dakota State University, FailgD, 58105, sSystem.
USA e-mail: {cristinel.ababei, rajesh.kavasgemndsu.edu 2Thirty data points represent thirty different runs of thegmsed algorithm.



TO APPEAR AT PES GM 2010. THIS IS AUTHORS’ COPY. COPYRIGHT IS HELDYBEEE. 2

J >0 SO‘L, 400 between power-imbalance and cutsize to evaluate different
partitioning solutions. For example, in the case from Fif, 1
the first partitioning offers a ratio df00/1 that is greater than
1000/5 of the second partitioning. The physical intuition in

100 this example is that the first partitioning is a better intca
of the arcs that work in the most extreme conditions.

Due to the maximum power-imbalance between partitions,
the transmission lines that represent the minimum cutsilte w
carry high power flows. Failure of these critical lines can
lead to cascading outages, which can potentially result in a
blackout. The existence of reserves can alleviate thisl@nob
This may be possible only if the reserves themselves would
not be isolated due to the failed transmission lines. Howeve
the effect of reserves is not modeled in this paper.

150

50 50 400 50

cutsize2=5
(b)
Fig. 1.  (a) One line diagram of an example power system witleethr L. .
generators. (b) The associated system graph used foiiguirty has six nodes A. Preliminaries
and seven arcs. In this section we briefly discuss multi-level partitioning
that is the main algorithm implemented by hMetis [11] and
present the assumptions that we make in order to simplify the
problem. The efficiency of the hMetis partitioner is due ® it
multi-level partitioning technique. This technique isitrated
In this section, we discuss the problem of partitioning fan Fig. 2. It consists of three phases: coarsening, initial
minimum cutsize and maximum power-imbalance that wasmrtitioning, and uncoarsening and refinement. During the
introduced in [7]. coarsening phase, a sequence of successively smallesécpar
This problem is defined using aystem graphG(V,A) graphs is constructed. Then, during the initial partitigni
(whereV and A are the sets of nodes and arcs/edges) gshase, a bisection of the coarsest graph is computed. This
sociated with the power system under study. For example, tsevery efficient because of the smaller size of the coarse
system graph associated with the power system from Fig. fu@ph. Finally, during the uncoarsening and refinementghas
is shown in Fig. 1.b. In this example, we also present dhe initial bisection is successively projected to the rfeer
the system graph the equivalent power injections, which devel, and at each level an iterative refinement technique is
positive for generators and negative for power sinks (oldda used to further improve the bisection. It has to be noted that
Typically, graph partitioning is the operation of dividiigr this partitioning approach can be done with the constraint o
bisecting) the nodes df into two balancedsetsV;,V; such fixing selected nodes in each of the two partitions. The fixed
that the number of cut argsalso referred to asutsize is nodes will act as fixed anchors in each of the two partitions
minimized. This type of partitioning is callei-partitioning, during the coarsening and uncoarsening phases.
and it can be generalized foway partitioningon general  In this paper, we assume a lossless power system network
graphs that have hyperedges with more terminals. Becausesimilarly to [5],[7]. The main reason for that is to avoid thee
in-depth treatment of the problem of graph partitioning §asof a power flow solver, which may become computationally
graph theoretical problem) is outside the scope of this papexpensive considering the very large combinatorial spdce o
the interested reader is referred for details (includingcg@l line outages. Because of this assumption, thermal andgelta
partitioning studied in [7]) to [13],[14]. limits on transmission lines are not directly consideretle T
While most commonly the main objective of graph parproposed partitioning-based screening technique is den
titioning is the minimization of the cutsize, the minimunmio be used as a first stage to identify critical lines, which
cutsize and maximum power-imbalance oriented partitignin
addressed in this work is a multiobjective problem, and so
with no single best solution. For example, the partitioning
of the graph from Fig. 1.b with @utsizel=1has a power- b

imbalancé of 700, while the partitioning with &utsize2=5 _
projected

has a power-imbalance of 1000. In such situations, the best e refined
solution has to be identified based on the relative impoganc ®
(or weight) of each of the individual objectives. In the part

tioning problem addressed in this paper, one can use the rati Phase 1: : Phase 3:
Coarsening Uncoarsening &

Phase 2: refinement
Initial partitioning

Ill. PROPOSEDPARTITIONING METHODOLOGY

Il. CUTSIZE AND POWER-IMBALANCE ORIENTED
PARTITIONING

3An arc is cut if it has one of its two terminals ¥ and the other terminal
in Va.

4Power-imbalance is calculated as the difference betweetotabcumu- ) ) B
lated powers of the nodes from the two partitioris Va. Fig. 2. lllustration of the three-phase multi-level paaiting [11].
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{Partitioningg
: Given: G(¥, 4) and all power injections and loads for all nodes
! Sort and store in S, nodes with injections in nonincreasing order of

injected power
! Sort and store in S, nodes with loads in nonincreasing order of
! absolute extracted power
N,.= Number of desired data points or partitionings
+ for (as many data points as N ) {
! Tix first k% nodes of S, in partition ¥,
Fix first k% nodes of S, in partition

Do partitioning using hMetis partitioner without balance constraints |

) |

. Return: Partitioning solution with maximum power_imbalance/cutsize |
ratio, lines with highest frequency of being cut during the N,
partitionings

Fig. 3. Pseudocode of the proposed partitioning methodoBgyefault, &

is varied between 1-10 in order to collect the defavilt » = 10 data points.
However, the number of desired data poinig p is a parameter that can be
specified by the user.

should be then considered for a more detailed analysis in
a second stage. The second stage can be more accurate by
considering voltage and thermal limits as well, while being
computationally efficient because it would focus only on a
small subset of lines - identified in the first stage by the

proposed teohnique_ Fig. 4. (@) Initial system graplz(V, A). (b) First partitioning solution
obtained in the first iteration of the algorithm shown in Fay.cutsizel=1
power imbalancel=700 Node 4 is fixed inV; and node 5 is fixed in

B. Proposed Partitioning Methodo|ogy V5 before hMetis is called. (c) Second partitioning soluti@mutsize2=3
L. . . power imbalance2=800 Nodes 4,1 are fixed i¥; and nodes 5,2 are fixed
The proposed minimum cutsize and maximum pPowejr v;, before hMetis is called.

imbalance oriented partitioning methodology uses as a core

algorithm the hMetis partitioner, which is publicly avdile

at [12]. In order to generate multiple partitioning soluisowe partitioning solution that has the minimum cutsize. Thepatit

vary the fraction of pre-fixed nodes in each of the two partpf the proposed methodology consists of complete details

tions and then use the hMetis partitioner with a totallyxeth on each of theNpp partitionings, the maximum power-

unbalance factdr. These partitioning solutions represent thémbalance/cutsize ratio, and a list of the lines with highes

data points that we use to create the power-imbalancefeutdiequency of being cut. Further details will be discussed in

ratio curves, which one can use as an indicator to identifige experimental results section.

the arcs that work in the most extreme conditions (similar to For the example from Fig. 1.b, the two sorted lists &fe=

the example of Fig. 1.b). The pseudocode of the propos&sh0, 100,50} andS; = {—400, —50, —50}. In this case, the

partitioning methodology is presented in Fig. 3. result of the first partitioning in the proposed methodol¢tipe
The key aspect of the proposed algorithm is fixing afirst iteration of the for loop from Fig. 3) is shown in Fig. 4.b

increasing percentage of nodes from the sorted distof Here, only the node index 4 (Fig. 4.a) is fixed in partitign

injection nodes (positive power numbers in Fig. 1.b) in thehile the node index 5 is fixed in partitiovh. The result of

partitionV; and from the sorted lis§, of load nodes (negative the second partitioning (with nodes 4,1 fixedlin and nodes

power numbers in Fig. 1.b) in the partitidr,. Because the 5,2 fixed in1%) is shown in Fig. 4.c.

first nodes that will be fixed during this process are the nodes

with maximum power injections (fixed in partitiol;) and IV. EXPERIMENTAL RESULTS

the nodes with maximum power loads (fixed in partitiéy),  \ye implemented the proposed partitioning methodology in
this will lead to maximizing the power-imbalance betweeg.; and simulations were performed on a Linux machine

partitions in the final partitioning solution. These fixeddes running on a 2.8 GHz Intel Quad processor with 2 GB
will act as fixed anchorsand will not be allowed to move memory.

between partitions during the actual partitioning done by

hMetis. Moreover, because the unbalance factor of hMetis is

completely relaxed, the partitioner will find the unbalaghce” Results

We report results on four testcases with sizes ranging

5The unbalance factor is relaxed so that the resulting fmriitg solution from 57 to 43.501 buses presented in Table I. The system
is not constrained to be balanced like in the general grapfitipaing. ! ’

The unbalance factor can be set directly using the argumértteechMetis _bus—43501 is the EaStem _int_erconneCt system. The power-
partitioner. imbalance over cutsize ratio is reported as the largest gmon
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TABLE | 100 160
RESULTS OBTAINED USING THE PROPOSED PARTITIONING

METHODOLOGY. THE POWERIMBALANCE /CUTSIZE RATIO IS THE % %0 \ /—o-o‘"* 1409
MAXIMUM VALUE AMONG ALL TEN DATA POINTS . CUTSIZE IS THE VALUE g 80 \L A// | 120 &
CORRESPONDING TO THE MAXIMUM POWERIMBALANCE /CUTSIZE RATIO. = 70 v o 8

- - E 60 W e - 100 2
Testcase Maximum Cutsize Most CpPU .= / RS}
Power-imbalance/ critical runtme & 50 80 8
Cutsize ratio lines [s] % 40 / g
a, 60 =
bus 57 307.3 3 1512 14 00511 o 3, / 9
bus 118 283.13 3 175132101  0.0992 g’ / a0 E
bUS_2383 145.05 46 763 1493 89 0.8372 5 20 4 —O—Percentage power imbalance o)
bus 43501 11025.85 63 9840 1969 12639 1512 2 10 r 20 %
& 0 —=—Power imbalance/cutsize ratio 0 v

46 121193245269292305319336340348352359363365

all ten data points collected for each testcase as descirbed Cutsize

Fig. 3. The cutsize corresponding to this ratio is repontetthe

third column. The CPU runtime represents the computatiorfad. 5. The percentage of power imbalance and the power-imbedeutsize
runtime to collect allNpp = 10 data points for each testcas%"’gg ‘gﬁg‘ﬁ&izf}ﬁ g“fl'zse fous 2383testcase, based dNpp = 30

(i.e., processing runtime for running the proposed algorit

ten times). For example, the CPU runtime fmws 43501 is TABLE |I

15.12 s, which translates into 1.512 s for a single run of tHDéDWERu'g‘éECFTO";N{T’j&?&'&b‘fg‘ﬁé#fj)\’;:ﬁE‘;’*T'i\ié':lEF‘;’g'\'ﬂv[%i’ALUEs)

proposed algorithm. However, the number of data paWits

can also be specified by the user. In particularNifp is Bus P Bus P Bus P Bus P

selected to be sufficiently large, then all possible datatgoi 1 1453 9 0 17 -90 25 0
will be collected, until all injection (or generator) nodes 2 -3 10 -8 18 32 26 35
be fixed in partition 1 and all load nodes will be fixed in 3 2 10 v 927 469l

> p aes 4 -76 12 -112 20 -22 28 0
partition 2. For example, we present in Fig. 5, the power- 5 0 13 410 21 -175 29 24
imbalance/cutsize ratio curve féwus 2383 using Npp = 30 s 0228 11‘é '222 2223 %1150-9 30 -106
data points that were collected in 241 s. We also plot in g 550 15 .35 24 .87

Fig. 5, the percentage of power imbalahoshich has similar
variation to that reported in [9].

As mentioned above, we advocate the use of the maximyartitioning methodology (the second data point), whenesod
power-imbalance/cutsize ratio (reported in Table I) asraliri 13,27 are fixed in partitiori; and nodes 7,8 are fixed in
cator for the fewest lines that form the cutsize with the dsig partition V5. This partitioning solution is shown in Fig. 6.
average power imbalance per line. Additionally, our alon  The CPU runtime of our algorithm is less than 1 s for all ten
counts the number of occurrences of each line (arc in therations necessary to collect all ten data points.
system graph) in the cut-set of each partitioning solutiomf
all ter/ collected data points. Intuitively, if a line has a higher V. CONCLUSION
frequency of being cut, then it must have assigned a higher,

W d fficient titi based thodol-
criticality (we define criticality similarly to [5]). Theffere, at e proposed an efficient partitioning based methodo

o . ogy for power system extreme event screening. The main
me en:j oftth(?thp?r:tltllc) ning tmethodqlogyi the I/mets _thatraft;%m merits of the proposed approach are scalability, efficiency
€ cut-set wi € largest power-imbalance/cutsize ease of implementation, and capability of generating pewer

the lines with the highest cut frt_aquency represent t_he inat in&balance/cutsize ratio curves. The average CPU runtime is
should be used to study multiple contingencies in a secon

detailed analysis stage, similarly to [3],[7].

B. Comparison with Previous Work
Fixed i in V

In this section, we apply the proposed partitioning method-
ology to the 30-bus system with the modified power injec- ,
tions and loads used in [7]. The modified power values are 2 R
duplicated here and presented in Table Il. The partitioning
algorithm proposed in [7] is based on spectral partitioning U
Which suffers from long computational runtimes for inciiegs )

partitioning solution as in [7] in the second iteration okth

60ut of the maximum possible in the system when all nodes withepow .
injections are in one partition and all nodes with loads arethe other N
partition, irrespective of the cutsize.

70r among allNp p partitionings required by the user, like in the exampl-ig. 6. Partitioning solution of the 30-bus system obtainsig the proposed
from Fig. 5 whereNpp = 30. methodology with nodes 13,27 fixed Wy and nodes 7,8 fixed iW,.
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less than 0.1 s and 1.5 s for systems with 2,383 buses and
43,501 buses, respectively. The partitioning quality milsir

to that achieved by the algorithm studied in [7] for the 3@-bu
system. The tool proposed and implemented in this paper is
publicly available at [15].
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