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Speeding-up Network Reconfiguration by Minimum
Cost Maximum Flow Based Branch Exchanges

Cristinel AbabeiMember, IEEERajesh KavasserMember, IEEE

Abstract—We propose a novel and efficient heuristic algorithm The network reconfiguration problem has been the subject
for solving the distribution network reconfiguration problem for  of extensive previous research. Most of the previous work
loss reduction. We formulate the problem of finding incremental can be divided into three main categories: evolutionary and

branch exchanges as a minimum cost maximum flow (MCMF) - .
problem. This novel approach finds the best set of concurrent KNowledge based techniques [3]-[27], heuristics [31]H50

branch exchanges during each iteration of the algorithm and and mixed methods [51]-[55]. Even though evolutionary and
leads to larger loss reductions and a reduced number of iter- knowledge based techniques can handle broader objectives,
ations, hence significantly reducing the computational runtime. they suffer from very long computational times and therefor
Experiments using distribution systems with sizes of up to 10476 are less suitable for online distribution automation. Egées

buses demonstrate that the proposed technique leads to an . . . .
average speed-up of 2.8 with similar or better solution quality of such techniques include genetic algorithm (GA) [3],[4],

compared to the Baran’s reconfiguration technique [32]. refined GA [5], tabu search [6],[7], ant colony [8], simuldte
annealing [9],[10], artificial neural network based [114rticle
swarm optimization [12],[13], fuzzy mutated GA [14], and
fuzzy multi-objective [15].

Index Terms—Power systems, network reconfiguration, run-
time.

I. INTRODUCTION Hybrid reconfiguration approaches are mixed solutions that

combine evolutionary and heuristic techniques in order to

N ETJNfO Rg rec%nflgrl;lratmn' ofrﬁ)ower dISII(I’IbUtlon SYSteM3horten the computational time without sacrificing solntio
Is defined as the change In the network structure as a [flity. Even though their runtimes are generally shorter
sult of closing tie and opening schonaIlzmg swﬂchgsmaln_ than of evolutionary techniques, they are still computalty
go;lls arle to ensurg ser\tl)lcle resttl)rat(;op u?]der contln@rtge demanding compared to heuristic approaches. Heurist@ alg
reduce. ossfes, an .t_o ahanczl cifa '? rt] € systerkn, unkerlji s for network reconfiguration have been proved to offer
constrgmt o'mamtammg t e radia ity of the n?tWOf - et _excellent results with significantly shorter runtimes. $hihey
reconflgurat!on h_as been |der_1t|f|_e_d as _<’:1_pr|mary_mechan|§jﬁré among the best candidates for real time distributioterys
t_hat has a d|r_ect Impact on rell_ab|I|ty, eff|C|_ent servicstaza- reconfiguration for loss minimization [28]-[30]. For inste,
tion ar;d rgamttla;ﬁnce hOf optimal odperatrlln% cond|t|or15. F@ivanlar et al. [31] proposed an efficient reconfiguratiogoal
example, L.on Edison has proposed a thir generayon (Q%m based on the idea of branch-exchange for loss reductio
distribution network whose features include flexible ref@n .o algorithm was later improved by Baran and Wu [32]

rzijtlon., super-fast S|mulat0rs,1ad\éan(r:1efl wsuahzaﬂcqus;gand who also proposed an algebraic expression for estimatsg lo
adaptive response systems [1]. Such features are in mensreduction due to branch exchanges.

in fulfilling the vision of a self healing grid that can autotina
cally respond to disturbances while continuously optingzi In this paper, we propose and implement a novel heuris-
the overall performance. Electric Power Research InetiuﬁC technique based on the minimum cost maximum flow
(EPRI)’; own endeavor.s to deveIdipFSM (Di;tribution Fast MCMF) algorithm to improve the efficiency of reconfig-
Simulation and Modeling) [2] confirm _the Importance angation “while maintaining or improving the quality of the
need to develop a super-fast computational platform that cg,o; so\ytion. Similar to previous heuristic approachest o
p_rov!de n real time -|nformat|on necessary to facilitateesal technique is iterative in nature and uses first-order branch
distribution automation (DA) functions and system levedke exchanges to reconfigure the network and to minimize losses.

ahead capabilities. The novelty of our technique lies in the network-flow based

Network reconfiguration isacombin{:\torial problem and ONBodeling of the problem of branch exchanges during each
needs to compute the power flow solution for every tODOIdg'Cﬁ‘eration. The solution of the network-flow problem is given

change resulting due to reconfiguration. Hence, the effigieny,, e pest set of concurrent branch exchanges for maximum
of the reconfiguration a_lgonthm erends on both the effnyemoss reduction. By performing concurrent branch exchanges
of the power flow solution technique (which has to be readily, ing each iteration, the overall convergence of the itigor
available multiple times in order to evaluate loss redw)o s jmproved and the runtime is shortened significantly due to
and the efficiency of the reconfiguration approach itself. 1o reduced number of iterations. We applied the proposed
C. Ababei and R. Kavasseri are with the Department of Eledtrémd reconfiguration method to systems with sizes of up to 10476

Computer Engineering, North Dakota State University, Fakjo, 58105, buses and ach_leved_speed-ups of up t0<2c3mpared to the
USA (e-mail: cristinel.ababei@ndsu.edu; rajesh.kav@edsu.edu) Baran’s reconfiguration technique [32].
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Fig. 1. One line diagram of an example of radial distributigatem. one

Fig. 2. Diagram of the proposed network-flow based recorditpm
algorithm.

II. NETWORK FLOW BASED RECONFIGURATION

A. Preliminaries PFS. The distribution power flow solution will be used as a
Before we introduce the proposed technique we discuss iproutine in each iteration of the proposed reconfigunatio

definition of branch exchange and the power flow solutiotgchnique.

using the simple system from Fig. 1. In order to simplify

the presentation, we present the system on a per phase bgsisNew Reconfiguration Algorithm

The loads of a feeder section are assumed to be constan]t . . . . .
. . . The proposed network reconfiguration algorithm an it-
P,Q loads located at the end of the lines. In Fig. 1, solid brop w 'guratl gon IS !

. . erative heuristic algorithm described in Fig. 2. Each main
branches represent the lines that constitute the current.in_.. . . :
. . , . iteration of the algorithm has two main steps. In the first
service base radial configuration. Some of these branches . , .
; . step, the power flow solution for the current configuration
have switches, which are closed and represented by sma

rectangles. These switches are referred tosestionalizin IS computed using th®istFlow PFS method from [56]. In
ges. 9 the second step, we search for incremental network changes

\?v\/i\:ﬁcgezgzsvi?cohttezd rt;%rr]rcehde?o(iis{’Zszv(/izt?:%erzEl)'rr?esenn;t\:]oerllmﬁ%plememed via branch exchanges) that lead to large loss
P ) ' S ) . ._.reductions. The novelty of our approach lies in the enhanced
can be reconfigured by closing tie and opening Secnongl'Z"Branch exchange techniqgue employed for this search. Using

SW't(.:heS'. The process of closing a tie switch and OPENING, A inimum cost maximum flow (MCMF) based modeling
sectionalizing switch is referred to dsanch exchangeFor ) ,

) o proach, we find sets afultiple branch exchangebat are
example, the line 23 can be closed. Because this will crea

. implemented concurrently during each iteration. This igalo
e o i o e o304, By consicing and soling the MCN problem and ther
g P dentifying from the MCMF solution the set of concurrent

order to restore the radiality of the system. In this exampje " > exchanges; which will be described in detail in the

any of the switches 6,9,12,18 can be open in order to bre]%lﬁowing section. This two-step reconfiguration techrdqu

the loop. If for example, switch 18 will be open, the loads . - .
between branches 18-20 will be transferred from one feenlerl% repeated until no significant improvement between two

. - .__consecutive iterations is achieved.
the other. Branch exchanges provide an efficient mechamism P

erform network reconfiguration in order to address chamgi The merit of the proposed reconfiguration technique is in
P 9 ang rtbe MCMF formulation of the problem of finding concurrent

operation conditions. Two of the main purposes of netwoiranch exchanges. This approach improves the local optymal

reponflguratlon are Iolss reduction and Io'ad bglancmg. 1 the reconfiguration solution during each iteration of the
this paper, our focus is on network reconfiguration for los

! aﬁgorithm and leads to larger loss reductions (during e&ch i

reduction. : . . 2
. eration) and a reduced number of iterations, hence significa
In order to be able to compute current losses inside tpg : :
X ducing the runtime.

network as well as to estimate the loss change due to a
branch exchange, one needs the power flow solution (PFS). )
In order to compute the power flow solution, the feedds- Network Flow Based Multiple Concurrent Branch Ex-
(or substation) voltage is assumed to be constant, lines Sf&nges
represented by series impedances, and loads are assuméd this section we present the MCMF based modeling that
constant power sinks. Shunt capacitors are representedwasuse to construct the MCMF problem whose solution will
reactive power injections. For the purpose of developirg tlindicate the best set of concurrent branch exchanges. or th
technique proposed in this paper, we implemented the powrmrpose, we use a simple radial power distribution system
flow solutionDistFlow reported in [56], which is very popular example presented in Fig. 3.
and has been proved to be very efficient. DistFlow providesThe proposed reconfiguration algorithm is iterative and
also an efficient technique to estimate the loss reductientalu during each iteration we search for multiple first-ordemiota
a given branch exchange. Because the focus of this work is@xcthanges that cumulatively offer a larger loss reductam-c
network reconfiguration and not on power flow solution, thpared to conventional single branch exchange based methods
reader is encouraged to consult [56] for detailsDi$tFlow [32],[47]. A first-order branch exchange is achieved by icigs
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F2

6 18 Source Donor Switch Acceptor Sink
26 I feeder nodes feeder

17 nodes nodes

I 7
10 |,,2,4,,,| 15 Fig. 4. lllustration of the flow network graph constructidach arc is tagged

1 10 15 with a (flow upper bound, cosair. The solution of the MCMF problem is
1 highlighted using thicker arcs. A similar flow network is die during each
iteration of the proposed MCMF based algorithm.

Fig. 3. Example of a power distribution network with four feesl For
simplicity the loads P,Q are not represented.

branch exchanges that lead to the largest loss reduction,
the cost is inversely proportional to the loss reduction.

a tie switch and opening the closest sectionalizing switch. All other arcs have a cost of zero and all arcs in the
For example, in Fig. 3, the two first-order branch exchanges graph have a flow upper bound of 1. For example, in
associated with switch 25 can be implemented by closing Fig. 4, the pair of arcs between feeddfs and F, via
switch 25 and opening either switch 21 (load is transfered S,,, represents a branch exchange. The loss reduction
from feederF}, to feederF3s) or switch 13 (load is transfered that would be achieved by this branch exchange is used
from F3 to F,). The key idea lies in the way we find the to compute the cost of 9 assigned to &fG, Sao2).

set of concurrent first-order branch exchanges. We do thate If a pair of arcs is created between feedéisand F

by formulating this problem as a minimum cost maximum via switch S, ., then a pair of arcs betweeR; and F;

flow problem, whose solution will indicate the best set of through the same switch is prohibited. That is because

branch exchanges for loss reductiorhis formulation incurs loss reduction can be achieved in only one direction by
the following two steps, which we will describe in the next  closing a tie switch.
sections: « If there are more possible branch exchanges between
« Construct theflow network (FN) graphG(V, A), where two feedersF; and Fj, only the one that leads to
V and A are the sets of nodes and arcs. the maximum loss reduction is used in the graph
« Solve the MCMF problem. construction. For example, in Fig. 3, even though there

1) Construction of the Flow Network GraphThe con-
struction of the flow network grapt¥(V, A) is crucial to the
correctness of the proposed technique. To describe itreasie

are two possible branch exchanges between feeders
F,F; via switches 22 and 23, only the branch exchange
via switch 22 (due to its larger loss reduction) is included
during the graph construction from Fig. 4.

we use the example from Fig. 3 to illustrate the construction ) _
of the MCMF flow network graph presented in Fig. 4. The 2) Solving the MCMF problem:After the flow network
flow network graph is constructed using the followiggaph graph is constructed using the procedure described in the

construction rules previous section, the minimum cost maximum flow problem
The graph contains sources node and aink ¢ node. ?(;;:)Vl\),: formally written, using the terminology from [57], as
The graph containglonor feeder acceptor feederand ’
switch nodes. There can be up tF donor/acceptor
feeder nodes and switch nodes, wheré&' is the number Minimize Z CijTij 1)
of feeders in the system anfl is the number of tie (i,j)EA

switches.. A dqnor feeder node i§ associated with a feedg'rubject to Z Zij — Z wji=b(i) VieV
tree, which will transfer load (i.e., donate) to another ieA SGDeA
feeder tree, associated with an acceptor node. A switch ’ ’ V(i) e A
node S, , represents the closing of tie switeh and vy € {0, 1} (5,5) €
opening of sectionalizing switch. wherex;; is the flow through ar¢i, j) € A and can be O or 1
A pair of arcs from a donor feeder nod& to an acceptor because all arcs have unit capacity. is the cost associated
feeder node; via a switch node5,, ,, is created only if a with each arc, and(:) is the supply (demand) associated with
load transferfrom feederF; to feederF; leads to a loss nodei € V.

reduction. The loss reduction is used to computeaite  We solve this MCMF problem using an efficient
costassigned to the first arc of the pair. Because we semhplementation of the relabel shortest path algorithm,
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BB Iz—(,lilg If one were to select multiple branch exchanges by first
‘ 17

1 5 . . . . :
1 s TT5 4 p 18 rq SOrting all §Wltches .by their lassouated loss reductions, a
| 4 I 777777 20 19 17 then selectlng_greec_hly as marl_}dependenbrapch exchanges
I 3 ! I (independent is defined as being between different feedsrs)
2, o201 l 21 possible, then the solutia$,S;3,55 (shown with bold fonts in
| P21 the right hand-side of Table I) will be found. This solutioash
2 m— —_—16 3 a cumulated loss reduction of 18, which is not the best. The
122 23 125 best solution is represented 8y,S5, 3,55 that has a cumulated
§ 16 loss reduction of 21. This solution is guaranteed to be found
. | ' 13 . by the proposed in this paper technique due to the inherent
7 9 14 ] 13 F3  MCMF problem formulation.
F2 14 12 |
9
|77 o ] 1 TABLE |
10 15 LIST OF LOSS REDUCTIONS ASSOCIATED WITH BRANCH EXCHANGES
1 10 15 USED FOR CONSTRUCTING THE FLOW NETWORK GRAPH OF AN EXAMPLE
11 DISTRIBUTION SYSTEM WITH SIX FEEDERS
Fig. 5. Power distribution network from Fig. 3 after the implentation Initial Sorted
of the first-order branch exchanges indicated by the salutibthe MCMF Switch  Load transfer Loss Switch  Load transfer Loss
problem from Fig. 4. Fy — Fj reduction Fi — I} reduction
S1 Fy — Fs 3 Sy Fo — Fy 9
SQ F1 — FG 4 Sg F4 — F1 9
i . i i o . S3 F> — F3 4 S12 Fg — Fy 8
which is described in detail in [57]. The solution of the s, Fy — Fy 9 Si3 Fo — Fs 8
MCMF problem practically dictates all the concurrent bitanc 55 1;? - ? é gi 1;? - JZ? g
exchanges that we select to be implemented during the ¢urrery, oy 6 S F o 2
iteration. In other words, the flows in the network flow graph gs 11;4 - 1}::3 é 25 5‘2 - 1;; g
H 9 4 — I 1 1 — "2
found by the MCMF solution represent the; load transferg Fi— Fs 1 5 Py — Fy 1
between feeders, via the corresponding switches along the;, Fy — P 1 Ss Fy — F3 1
i S12 Fg — Fy 8 S10 Fy — F5 1
paths of the flows. For example, the solution of the problemS R F 8 5 g 1

in Fig. 4 is highlighted by using thicker lines that indicate
concurrent load transfers between feedErs F, and feeders
I3, F», which lead to maximum loss reduction. At the end
of the current iteration, the power system is reconfigured by I1l. EXPERIMENTAL RESULTS
closing switches 26, 24 and opening switches 15, 6. This newThe proposed algorithm was implemented in C++ and
configuration (see Fig. 5) represents the starting configura simulations were performed on a Linux machine running on a
in the next iteration. We would like to emphasize that th2.8 GHz Intel Quad processor with 2 GB memory. We report
number of concurrent branch exchanges dictated by ttre loss reduction achieved with the proposed MCMF based
MCMF solution depends on the internal structure of thalgorithm versus the traditional Baran's method on several
system (number of feeders) and the system size and canpbever systems with sizes ranging from 83 to 10476 buses.
any positive integer. The results are presented in Table Il. The first power system
testcase is from [8], the next two testcases are from [7], and
3) Loss Reduction During Each lteratio®uring each iter- the last two testcases are artificially created using data fr
ation of the proposed reconfiguration algorithm, the solutf the cited testcases.
the MCMF problem indicates the best set of concurrent branchAs shown in Table II, the solution achieved using the pro-
exchanges (that lead to maximum loss reduction during thadsed MCMF based algorithm is similar to that achieved using
iteration) to be performed. The cumulated loss reductiantdu the Baran’s method (i.e., with similar losses) for testsasith
these branch exchanges is guaranteed to be maximized bysimaller size, but with significantly fewer iterationghis is
minimum cost maximum flow solution. This characteristic ibecause the flow network solution identifies multiple branch
unique to the proposed reconfiguration method and setsrit apaxchanges that yield larger loss reductions in each iterati
from previous work. In this section, we use a simple exampiehich in turn leads to faster convergendss the testcase size
to show that sorting-based reconfiguration techniques dvouhcreases, the proposed reconfiguration algorithm impgrtve
not be able to find the best solution, unless exhaustiveisanlutsolution quality significantly. This can be explained by thet
enumeration is done, which would be prohibitively expeasivthat the MCMF solution is able to identify the best concutren
For example, let us consider in Table | the list of possibleranch exchanges during each iteration, especially when th
branch exchanges during one of the reconfiguration itarstionumber of possible branch exchanges increases. The runtime
This is a distribution system example that has six feedevboth reconfiguration algorithms is governed by the number
(substations) and 13 tie switches. For the sake of simplicibf times the power flow is executed. Because the proposed
its one line diagram is not presented in this paper. Thigdistalgorithm terminates in much fewer iterations, the runtsae-
derived using the general graph construction rules predenings become significant, leading to an average ok2speed-
in the previous section. up. It is to be noted that the proposed algorithm additignall
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TABLE I
NETWORK FLOW BASED VERSUSBARAN’S RECONFIGURATION ALGORITHM[32]. THE POWER FLOW SOLUTION IS COMPUTED USIN®ISTFLOW [56]
FOR BOTH RECONFIGURATION ALGORITHMS

Baran’s reconfiguration [32] Proposed reconfiguration 8pge
Testcase Loss red. % Iter. Num. CPU [ms] Lossred. % Iter. Num. (@Rd)
bus 83 11 12.36 11 13.3 12.36 5 7.8 1.71
bus 135 8 13.54 17 171 13.54 8 9.8 1.74
bus 201 3 6.74 22 30.6 6.74 13 17.7 1.73
bus 873 7 69.09 104 476.4 69.36 57 271.3 1.76
bus 10476 84 36.98 275 14711.1 47.58 56 3432.3 4,55

Avg. 2.3
10 -

requires the runtime overhead responsible for constrglctir’g
and solving the network-flow problem. This runtime overheac—
(included in the results reported in Table 1) is negligithbe
all testcases especially because the size of the netwavk-flo
graph is small. That is, the MCMF problem size (as numbe
of vertices of the network-flow graph) is bound By + S,
where F' is the number of feeders arlis the number of tie
switches in the system.

~ ——Baran's reconfig
—=—MCMF based reconfig

tion

uc

Loss red

1 2 3 4 5 6 7 8 9 10 11

. . Iteration
A. Discussion

: ; ig. 6. Percentage of loss reduction achieved during iterstof the
In order to better illustrate the behavior of the prOpOSé:drgposed algorithm and of Baran’s reconfiguration algaritfor the first

algorithm, we plot in Fig. 6 the percentage of loss reductiGBstcase distribution systebus 83 11.

achieved during each iteration of the reconfiguration algo-

rithms for the first testcasbus 83 11. It can be seen that, TABLE Il

for examp|e, the proposed network-ﬂow based reconfigmatid\lUMBER OF ITERATIONS REQUIRED TO ACHIEVE AT LEAST95% OF THE
algorithm reduces losses with85% and 3.35% during the TOTAL LOSS REDUCTION

first and second iterations, out of a total I.36% during a Baran's reconfiguration [32] _ Proposed reconfiguration
total of five iterations. The same amount of loss reduction isT Flractiondof t_otalo/ Itﬁr. Frlaction (;)f total . |te'\:.
achieved only after five iterations using Baran’s method,0bu — cocase oss reduction % _ Num. _ loss reduction % _Num.
total of ol terati Similar behavi | bus 83 11 99 5 98 2
a total of eleven iterations. Similar behavior was also ol 51358 T3 11 o5 5
for the other distribution systems. Table Il reports thenther ~bus 2013 95 14 97 8
of first iterations required by each of the two reconfiguartio _Pus873.7 95 49 95 23
bus 10476 84 95 154 95 21

algorithms in order to achieve at lea86% of the final
loss reduction. For example, the proposed reconfiguration
algorithm achieve98% of the total loss reduction of2.36
during the first two iterations while the Baran’s method eedf the fastest and therefore can be used as an efficient@oluti
five iterations to achieve9% of the same total 012.36 loss for online distribution system reconfiguration with applion
reduction for the first distribution systebus 83 11. to distribution automation.
The solution quality achieved using the proposed algorithm
is similar or better than that achieved using the traditiona
Baran’s method and with significantly fewer iterations. dt i IV. CONCLUSION
important to note that even a small percentage reduction in
losses can translate into substantial cost savings. Fon@ra  In this paper, we proposed a novel and efficient iterative
a 0.5% (from 3.5% to 3.0%) reduction in losses equates heuristic algorithm for solving the network reconfiguratio
savings of $50 million per year for the state of Californid [1 problem for loss reduction. The novelty of our approach lies
Finally, in order to compare the runtime of the proposeitt the network-flow based branch exchanges technique that
algorithm with other previous approaches, we list in Tableads to maximum loss reductions and faster convergence.
IV previously reported results and the corresponding systeExperimental results using this new approach on severaépow
sizes in terms of number of buses. This way, we attempt ordystems with sizes ranging from 83 to 10476 buses demon-
a qualitative comparison, because the runtimes reported gtrated that the new algorithm achieves similar or bettss lo
this paper and in previous work depend on the differencesduction compared to previous work, but with significantly
in processor speeds, memory used, and algorithm implemsherter runtimes. Therefore, the proposed algorithm ssprs
tation. We note that the majority of previous work does natn appealing solution to addressing the need for fasterlaimu
report details on computational runtimes. Moreover, athor tion and modeling with application to distribution autoiat
implementations are not publicly available for comparisoWe are currently working on extending the proposed reconfig-
purposes. It can be observed that the proposed algorithneis aration algorithm to also address meshed distributionesys
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TABLE IV
QUALITATIVE COMPARISON OF COMPUTATIONAL RUNTIMES OF THE PREOSEDMCMF BASED RECONFIGURATION ALGORITHM WITH PREVIOUS
APPROACHES
Approach CPU System size Processor
runtime [s]  Num. buses Memory
Proposed MCMF 0.017 201 2.8 GHz Intel Quad, 2 GB
0.271 873
3.43 10476
Baran’s reconfiguration [32] 0.030 201 2.8 GHz Intel Quad,B G
0.476 873
14.71 10476
Tabu search [7] 46 135 2.4 GHz AMD Athlon, 512 MB
49 202
Ant colony [8] 241 96 NA
Genetic algorithm [8] 303 96 NA
Simulated annealing [8] 257 96 NA
Multi-tier heuristic [34] 60 399 200 MHz Pentium, 32 MB
Sensitivity heuristic [48] 9.73 258 NA
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