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We present a new architecture level unified reliability evaluation methodology for chip multiprocessors
(CMPs). The proposed reliability estimation (REST) is based on a Monte Carlo algorithm. What distin-
guishes REST from the previous work is that both the computational and communication components
are considered in a unified manner to compute the reliability of the CMP. We utilize REST tool to develop
a new dynamic reliability management (DRM) scheme to address time-dependent dielectric breakdown
and negative-bias temperature instability aging mechanisms in network-on-chip (NoC) based CMPs.
Designed as a control loop, the proposed DRM scheme uses an effective neural network based reliability
estimation module. The neural-network predictor is trained using the REST tool. We investigate how
system’s lifetime changes when the NoC as the communication unit of the CMP is considered or not
during the reliability evaluation process and find that differences can be as high as 60%. Full-system based
simulations using a customized GEM5 simulator show that reliability can be improved by up to 52% using
the proposed DRM scheme in a best-effort scenario with 2–9% performance penalty (using a user set
target lifetime of 7 years) over the case when no DRM is employed.

� 2013 Elsevier B.V. All rights reserved.
1. Introduction

Due to continuous downscaling of CMOS technologies, several
trends exacerbate the traditional design challenges in deep submi-
cron domains. Increased aging mechanisms cause performance
degradation and eventual device and system failure. Also, process
variations increase the uncertainty of signal delays and result in
variability of circuit performance and power. Moreover, increased
device densities increase the circuit vulnerability to soft errors.
Workload variations and dynamic power management techniques
contribute to varying on-chip temperatures too. In addition, due to
smaller supply voltages, the leakage power consumption increases
and voltage noise margins decrease, hence affecting adversely
reliability. These increasingly adverse factors lead to an increased
number of transient, intermittent, and permanent errors. Aging
mechanisms including time dependent dielectric breakdown
(TDDB), negative bias temperature instability (NBTI), and electro-
migration (EM) are among the most increasingly adverse factors
that can lead to delay errors and device breakdowns. Researchers
from both industry and academia recognize that reliability is
becoming a primary design concern in current integrated circuits
[1,2]. Given that the most important factor through which these
aging mechanisms affect chips is the temperature, it is the chip
multiprocessors (CMPs) lifetime reliability that is especially af-
fected – because their operation temperatures have been increas-
ing due to the increased power densities.

In facing these increasingly adverse errors, we must address
two main challenges: (1) Estimation of lifetime reliability and (2)
Development of hardware and software techniques to improve
system’s lifetime.

Reliability has been addressed mainly by employing fault toler-
ance techniques that account for either the communication unit
(i.e., bus or NoC) or the computation unit (i.e., cores). However,
without considering both units in a unified approach, any previous
reliability oriented design technique which focused on each unit
separately (disregarding the presence of the other unit) is bound
to be inaccurate, and thereby may lead to suboptimal designs. That
is because, as it will be shown in the experimental results section,
not treating the CMP as a whole, as the combination of two interact-
ing and affecting each other units, significant errors can be intro-
duced in the reliability estimations utilized during design
optimizations. This is especially so in the case of the increasingly
popular network-on-chip (NoC) that is utilized as the primary com-
munication medium for CMPs with tens, hundreds, and even thou-
sands of cores [3,4]. Because NoCs can occupy a significant portion of
the overall CMP area, its impact on system reliability is significant.
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For a given set of resilience techniques, its effectiveness in
achieving the desired system-level reliability must be evaluated,
and its associated costs such as system-level energy and perfor-
mance costs must be quantified. Currently, we are not aware of
any previous work that evaluates system reliability in a unified
manner, as a combination of both communication and computa-
tion units. Therefore, in this paper, we propose a new architecture
level unified reliability evaluation methodology for CMPs. This
methodology provides multiprocessor architecture designers with
a framework that enables them to explore multiprocessor architec-
ture characteristics and their impact on the mean time to failure
(MTTF) as a measure of system’s reliability. In addition, we develop
a new proactive solution to improve system lifetime against TDDB
and NBTI aging mechanisms. Our solution is based on a dynamic
reliability management (DRM) scheme, which does thread migra-
tion as dictated by a neural network (NN) based predictor. The
NN-based predictor is constructed and trained using the proposed
reliability estimation methodology, which helps the proposed DRM
scheme to effectively consider – in a unified manner – both the
NoC and the cores as the main communication and computation
units of CMPs. We want to emphasize that the focus of our work
is CMPs whose lifetime reliability should be considered a problem
in situations where they are utilized frequently (e.g., servers and
database systems or increasingly prevalent portable devices from
communications and gaming). In other scenarios (e.g., chips are
utilized very rarely, possibly due to specific user behaviors) life-
time reliability is unlikely to be a problem because chips, in such
cases, will remain healthy for very long times anyway.

The rest of this paper is organized as follows: In Section 2, we
discuss related previous work and outline our main contributions.
In Section 3, we present the models for TDDB and NBTI. In Section 4,
we introduce the basic idea behind our proposed reliability estima-
tion approach. A preliminary version of the reliability estimation
framework appeared in a workshop paper [5]. In Section 5, we de-
scribe the proposed dynamic reliability management technique.
Further details about the online estimation module of the DRM
scheme are presented in Section 6. In Sections 7 and 8, we evaluate
the proposed ideas and present our experiments. Finally, some
conclusions are drawn in Section 9.
Fig. 1. Classification of dynamic management schemes into software, hardware,
and hardware/software (HW/SW) approaches with illustration of commonly
monitored variables and controlling knobs or mechanisms.
2. Related work and contribution

2.1. Previous work on reliability estimation

Significant work has been carried out to estimate the reliability
of either single- and multi-processors [6–10] or of computer net-
works [11]. Reliability of NoCs has only recently been studied
[12–14].

High-level metrics for reliable systems (e.g., reliability, avail-
ability, data integrity, mean time to failure (MTTF), mean time to
repair (MTTR), architectural vulnerability factor (AVF), failures in
time (FIT), FIT for reference circuit (FORC), etc.) have been used
for quantifying the benefits of reliable systems. One popular met-
ric, reliability function RðtÞ denotes the probability that the system
will operate correctly at time t. The MTTF, given by the relation
MTTF ¼

R1
0 RðtÞdt, has been one of the most popular measures for

reliability. Increasing MTTF well beyond the expected useful life
of a product is an important design objective.

The majority of previous lifetime reliability models assume a
uniform device density on the chip and an identical vulnerability
of devices to failure mechanisms. They also assume the lifetime
distributions of failure mechanisms to be exponential [6–9], which
is known to be inaccurate [15]. The assumption of exponential dis-
tributions only helps to simplify the problem of MTTF estimation,
as it allows system level reliability to be calculated by applying
the sum-of-failure-rates (SOFR) model [15]. The SOFR model is
not realistic because failure rates increase with time due to aging.
To address this issue, more general lifetime distributions can be
utilized. For example, the authors of [6] utilize the lognormal dis-
tribution for their enhanced RAMP 2.0 tool. In this case, the analyt-
ical prediction of the system-level reliability becomes more
difficult. Consequently, Monte Carlo simulations are typically em-
ployed [6,10].

Despite the significant work on modeling the lifetime reliability
of computer networks and single- and multi-processors, there is no
comprehensive methodology for assessing the reliability of NoC
based multiprocessor SoCs. Designers should be able to answer
questions about which units have the largest impact on system
reliability and to validate that certain combinations of resilience
techniques offer the optimal reliability for an application. The abil-
ity to perform such design activities depends on the availability of
accurate and efficient metrics and tools. This is the main motiva-
tion for this paper.
2.2. Previous work on reliability management

The basic principle that underlies the vast majority of dynamic
power [16–19] and thermal [20,21] management schemes is based
on a control theory feedback loop. In this loop, certain variables
that characterize the operation of the singlecore or the CMP system
are continuously or periodically monitored. These variables are
then utilized in specific optimization algorithms or decision logic
to decide on particular measures that must be taken to drive the
operation of the CMP system to the desired mode of operation. This
principle is illustrated in Fig. 1, where previous work on dynamic
management techniques is classified based on their implementa-
tion level into three main categories: software, hardware, and com-
bined hardware/software.

The primary knobs shown in Fig. 1 include dynamic voltage and
frequency scaling (DVFS), task/thread manipulation, and restruc-
turing. All actions of these knobs translate in one way or another
to reducing or migrating power dissipation while minimally
degrading performance. From the perspective of what is utilized
to trigger or guide management schemes, one can find commonly
physical triggers like thermal or aging sensors and insights into
thread information. Because power and temperature are well cor-
related with the workload behavior, significant effort was spent on
workload predictors. In the context of dynamic power and thermal
management, numerous approaches have been proposed to do
real-time predictions. Notably, such examples include maximum
likelihood estimation [16], recursive least square (RLS) [17], Bayes
classifiers [18], autoregressive moving average (ARMA) [21],
hypothesis testing [22], and neural networks (NN) [23–25].
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While significant previous work focused on power and thermal
management, previous studies addressed reliability oriented de-
sign as well. The error-tolerance mechanisms, based on dynamic
detection and correction of circuit timing errors, introduced by Ra-
zor [26] eliminate the need for voltage margins. The concept of dy-
namic reliability banking is proposed in [27] to address aging due
to electromigration (EM). A concept related to [27], reliability
slack, is leveraged by the DRM scheme in [28] to provide increased
performance during periods of high processing demand. Based on
readings from wearout sensors embedded in the CMP architecture,
studies in [29] exploit the natural variation in workloads to assign
jobs to cores in a manner that minimizes the impact of NBTI and
TDDB on lifetime reliability. Facelift framework [30] addresses
the problem of delay degradation due to wearout by hiding or
slowing down the effects of aging. It hides aging through aging-dri-
ven application scheduling and slows it down by applying voltage
changes at key times. A DVFS control and look-up table reliability
estimation based DRM scheme is introduced in [31] for singlecore
processors to address process variation aware oxide breakdown.
The impact of job scheduling based power management on reli-
ability is investigated in [32]. A dynamic tile partition algorithm
is introduced in [33] to balance workload among active cores while
relaxing stressed ones.

We identify several limitations of previous works. First, as dis-
cussed in the previous section, most of the previous works utilize
reliability models [6–9] that assume the lifetime distributions of
failure mechanisms to be exponential, which is not realistic. Many
reliability estimation models are developed at device level and due
to their complexity it is not clear how to apply them effectively at
singlecore or multicore chip level especially dynamically. All
previous reliability management schemes focus only on the com-
putational portion of the system and neglect the communication
component, which can represent a significant area of the overall
system especially when increasingly popular NoCs are utilized. In
addition, many previous works typically address only one aging
mechanism. Finally, we are not aware of any approach that consid-
ers the CMP as a combination of the communication (buses or
NoCs) and computation (cores) units.
2.3. Main contributions

We address the limitations discussed above by making the fol-
lowing contributions:

� We propose an architecture level unified reliability evalua-
tion methodology for CMPs. At the core of the proposed
reliability estimation engine lies a Monte Carlo algorithm
which works with failure times for TDDB and NBTI mod-
eled using Weibull distributions. While in this paper we
focus on these two aging mechanisms only for simplicity,
the proposed framework is general and it can be extended
to include other aging mechanisms such as electromigra-
tion, stress migration, and thermal cycling.

� We integrate existing simulation tools to develop a full-
system simulation framework and implement the proposed
MC based reliability evaluation algorithm. We refer to the
proposed Reliability ESTimation (REST) tool.

� We utilize REST to develop a new dynamic reliability man-
agement (DRM) scheme for CMPs. The proposed DRM
scheme uses an effective neural network (NN) based reli-
ability estimation module. This reliability predictor is
trained using the REST tool.

� We explore the impact of NoC router layout on the MTTF of
CMPs. We also investigate the system’s MTTF when the
NoC as the communication unit of the CMP is taken or
not into consideration. We also demonstrate the proposed
DRM scheme via full system simulations.

3. Lifetime failure models

As discussed in the previous sections, the assumption of expo-
nential lifetime distributions for failure mechanisms is not realis-
tic. To address this issue and to develop an accurate reliability
model, more general lifetime distributions must be utilized. On
the other hand, when using Weibull or lognormal distributions
the analytical prediction of reliability becomes hard and therefore
Monte Carlo simulations must be employed. In this paper, we
adopt the Weibull distribution modeling for time dependent
dielectric breakdown and negative bias temperature instability
aging mechanisms, as these distributions have been found to best
fit the corresponding physical wearout mechanisms [15].
3.1. Time dependent dielectric breakdown (TDDB)

Time dependent dielectric breakdown is caused by formation of
a conducting path through the gate oxide to substrate due to elec-
tron tunneling current. TDDB has become increasingly severe as
the thickness of the gate oxide decreased due to continuous tech-
nology downscaling. Under the same stress conditions, devices can
feature directly hard breakdown or several soft breakdown events
before the final hard breakdown [34]. While in this paper we em-
ploy the model studied in [6], the proposed reliability evaluation
methodology is flexible and can be changed by replacing Eq. 1 with
different models as they are discovered.
3.1.1. TDDB lifetime model
The model for MTTFTDDB is described by the following expression

[6]:

MTTFTDDB /
1
V

� �a�bT

� e
XþY

TþZT

kT ð1Þ

where k is the Boltzmann’s constant and a; b;X;Y , and Z are model
fitting parameters and are determined from experimental data. In
our implementation discussed later on, we use the same values as
in [6] a ¼ 78; b ¼ �0:081; X ¼ 0:759 eV, Y ¼ �66:8 eV K, and
Z ¼ �8:37 e�4 eV=K based on the data from [35].
3.2. Negative bias temperature instability (NBTI)

Negative bias temperature instability mainly affects PFETs,
when they are stressed at large negative gate voltages and high
temperatures. NBTI manifests as a gradual increase in the thresh-
old voltage and consequent decrease in drain current and
transconductance [36]. The degradation exhibits logarithmic
dependence on time. This effect has become more severe with
technology downscaling, with the increase of the electric field ap-
plied to the gate oxide, and with the decrease of operating voltages.
3.2.1. NBTI lifetime model
The model for MTTFNBTI at a temperature T is described by the

following expression [6]:

MTTFNBTI / ln
A

1þ 2e
B

kT

� �
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A
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B
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� C
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� T

e
D
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where A;B;C;D, and b are model fitting parameters. We use the
same values as in [6] A ¼ 1:6328; B ¼ 0:07377; C ¼ 0:01;
D ¼ �0:06852, and b ¼ 0:3 based on the data from [37].



Fig. 3. Block diagram of REST tool framework: full-system simulation framework
with integrated power consumption, temperature, and MTTF estimators.
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4. Proposed architecture level reliability evaluation
methodology

4.1. Motivation

The key idea of the proposed time to failure evaluation method-
ology is to treat the CMP in a unified manner as a combination of
communication and computation units. The motivation for this
new approach is as follows. First, the area occupied by the NoC
can represent up to 20% of the total chip area [38,39]. This is a sig-
nificant portion of each tile (see Fig. 2) and can drastically impact
power and temperature estimations. Second, the power consump-
tion of the NoC can be as much as 25–40% of the overall chip power
consumption [40,41]. The dissipation of this power can introduce
hotspots that will affect the neighboring processing elements
(PE) or cores and introduce errors in their temperature estimations.
This problem is exacerbated when the PE of a tile is inactive (e.g., it
is not processing any task), while its router is highly active due to
the traffic between other source–destination communication pairs.
For example, in Fig. 2, the processing element of tile T10 is affected
by the traffic of ðt2; t7Þ and ðt3; t4Þ communication pairs, which
contribute to the power consumption of the router R10. The unified
model for reliability estimation proposed in this paper accounts for
the behavior of the executing application and it will therefore cap-
ture the impact of workload variations on reliability.

4.2. Full system simulation framework

In order to implement and evaluate the proposed reliability
evaluation methodology we construct a full-system simulation
framework. The block diagram of the simulation framework illus-
trates the main steps of the proposed reliability evaluation meth-
odology and is shown in Fig. 3. Its key components are as follows:

� As a multicore processor cycle-accurate simulator we uti-
lize the GEM5 full-system simulator [42], which is a combi-
nation of M5 full-system simulator [43] and GEMS [44]
(essentially Ruby with support for cache coherence proto-
cols and interconnect models via Garnet [45]). GEM5 pro-
vides detailed timing and performance data and also
integrates capabilities to estimate NoC router and link
power consumptions. Therefore, simulation of a given
benchmark is accurate as it accounts for the operating sys-
tem as well.

� Performance data of each of the cores are then used as
input to the power estimator McPAT [46]. The output of
the McPAT power estimator is a list with power consump-
tions of each subblock of each core.

� Processors power consumptions provided by McPAT and
the power consumption of individual routers of the NoC
(provided by GEM5) are fed then to HotSpot [47]. HotSpot
is an accurate and fast thermal model based on an
Fig. 2. Simplified diagram of an NoC based chip multiprocessor. Each tile is
composed of a core or processing element (PE) and a router (R).
equivalent circuit of thermal resistances and capacitances
that correspond to microarchitecture blocks. The output
of the HotSpot simulation is a list of average temperatures
for all NoC routers and for each subblock of all cores of the
CMP.

� These temperatures are utilized together with the system
level architecture floorplan by the Monte Carlo simulation
engine to estimate the time to failure of the whole system.
Details of this engine are presented in the next subsection.

4.3. Monte Carlo simulation based time to failure estimation

At the core of the proposed architecture level reliability evalua-
tion methodology we employ a Monte Carlo (MC) simulation
algorithm, which we implemented as a separate module in our
simulation framework. The flow chart of the MC algorithm is
shown in Fig. 4.

The input to the HotSpot temperature calculator is the floorplan
of the CMP and power consumption of all subblocks: NoC routers
and components of each processor core (e.g., ALU unit, L1 cache,
etc.). We assume a regular tiled floorplan for the CMP and a regular
2D mesh NoC. The output of HotSpot is a list with temperatures for
all routers and subblocks of each processor core. Note that these
temperatures depend on the individual utilization of all cores
Fig. 4. Block diagram of the Monte Carlo simulation based time to failure
evaluation methodology for CMPs.
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and routers as exercised by the application and its traffic. These
temperatures are plugged into Eqs. (1) and (2) from Section III.
These equations model the mean time to failures of the probability
distributions associated with each router and core subblock, from
which we draw samples (or instances) during the Monte Carlo
iterations.

The MC algorithm (see also Fig. 5) proceeds with the following
main steps (1) for each failure mechanism run N ¼ 105 simula-
tions: (a) for each subblock, generate failure time instances from
the corresponding distribution and (b) use MIN–MAX analysis of
these times according to the system’s configuration to calculate
the time to failure tf j

min during simulation iteration j ¼ 1; . . . ;N.
(2) Calculate the time to failure for the current failure mechanism
as tfl ¼ ð

PN
j¼1tf j

minÞ=N. (3) Calculate the value of the overall MTTF or
time to failure of the CMP as the minimum among the failure times
due to each failure mechanism. We selected N ¼ 105 because in
our experiments we found that this number is a good tradeoff be-
tween computational runtime and statistical significance of
results.
4.4. Generation of samples from a Weibull distribution

During each MC simulation iteration, we need to generate ran-
dom instances of failure times for each subblock. This is realized by
the generate instanceðMTTFlÞ procedure called in line number 8 in
Fig. 5, which draws samples from Weibull distributions whose
means are given by Eqs. (1) and (2). Because the Weibull cumula-
tive distribution function is given by:

FðxÞ ¼ 1� e�ð
x
aÞ

b

ð3Þ

one can generate samples via the expression:

xsample ¼ a � ½�lnð1� uÞ�
1
b ð4Þ

where u ¼ randð0;1Þ is a random number generated uniformly from
the interval ½0;1�. a and b are the scale and the shape factors char-
acterizing the Weibull distribution. In our implementation of
generate instanceðMTTFlÞ, we utilize a value of b ¼ 1:64 as in [48]
while alpha is derived from the expression of the mean of a Weibull
distribution:

a ¼ MTTFl

Cð1þ 1
bÞ

ð5Þ

where Cð�Þ is the Gamma function.
Fig. 5. Algorithm pseudocode of the Monte Carlo simulation.
5. Proposed dynamic reliability management scheme

In this section, we introduce the proposed dynamic reliability
management (DRM) scheme, which we develop using the reliabil-
ity estimation technique discussed in the previous section. The
block diagram of the proposed DRM scheme is shown in Fig. 6.
We introduce some notations first. We assume that the whole
control loop from Fig. 6 is executed periodically with a control
period (also referred to as a design epoch) of T and that the CMP
has N tiles. tiðkÞ is the average temperature of tile i in the kth control
period. DtiðkÞ is the difference between the temperatures in current
tiðkÞ and previous tiðk� 1Þ control periods, i.e., DtiðkÞ ¼ tiðkÞ � ti

ðk� 1Þ. It represents the recent temperature-trend history of tile
i. The reliability of an individual tile i is riðkÞ while rðkÞ is the reli-
ability of the whole chip. Reliability is measured as the mean time
to failure (MTTF). The user specified target (i.e., set point) reliabil-
ity is Rs. The goal of the control loop in Fig. 6 is to guarantee that
rðkÞ converges to Rs within a given settling time.

The two main components of the proposed DRM scheme are the
reliability estimation module and the migration controller. The
reliability estimation module provides online estimation of reli-
ability, which is compared with the user target reliability. Based
on this comparison, then, the migration controller identifies
threads to be migrated such that the CMP reliability is driven to-
wards the target reliability. These two components are discussed
in the following sections.

5.1. Reliability estimation module

The difficulty in designing the reliability estimation module
stems from the fact that lifetime reliability is the result of intricate
relations between the temperature profile, power dissipation, sys-
tem architecture, workloads, traffic, process and supply voltage
variations, uncertainty of signal delays, etc. Nevertheless, it is intu-
itive to observe that, under the assumption for example of using
thread migration as the controlling knob in Fig. 1, reliability can
be improved by relocating threads scheduled to run on hot cores
to other cores whose temperature is currently lower. This is similar
to previous studies, which did that for controlling the temperature
profile. For example, in the simplified representation of a 16 cores
chip multiprocessor from Fig. 6, threads scheduled on the hottest
core can be migrated (as indicated by the arrows) to cores with
lower temperatures. What adds to the difficulty of reliability esti-
mation is that thermal management cannot be utilized directly to
also do reliability optimization. For example, while temperature-
wise a given core may be still within the acceptable limits, reliabil-
ity-wise the core may be already in an emergency that requires
immediate attention and vice versa. Srinivasan [6] showed that,
when DVFS is utilized as the controlling knob, different frequencies
Fig. 6. Control loop of the proposed dynamic reliability management scheme.
Threads executing or scheduled to be executed on core at hotspot location can be
migrated to cooler cores to alleviate temperature, thereby reliability.



Fig. 8. Illustration of thread migration from heated core 6 (lowest MTTF) to core 15
(highest MTTF). Target reliability is a user set parameter; set based on the desired
tradeoff between achievable MTTF and performance penalty.
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are suggested by DRM and dynamic thermal management (DTM).
They found that at higher values of Tqual (qualifying temperature
for DRM) and Tmax (thermal design point), the frequency suggested
by DTM would violate the system reliability requirement; while at
lower values of Tqual and Tmax, the frequency suggested by DRM
would violate the system thermal requirement.

To address the above difficulties, we build our reliability esti-
mation module using a neural network (NN) based approach. Our
motivation is based on the fact that the NN approach applied to
the case of hardware-based thermal simulation can provide short
computational delays (for example, in the order of a few gate de-
lays), low resource usage, and low error margins [23]. We find that
this approach can be applied to reliability estimation as well pro-
vided that the appropriate training is done and estimation is done
for relatively short horizon spans. We want to emphasize that
while NN-based models have been used in the context of thermal
management, we are not aware of any previous work that used NN
models for reliability management. Aside from being accurate in
our estimations, we want to achieve fast response times to target
decision epochs in the order of seconds or less in order to be able
to react faster and more effectively to workload variations. Note
that this is not necessary when the decision epoch is selected
intentionally long (in the order of weeks in [49]). In such cases,
one can afford to employ directly simulation-based reliability esti-
mation techniques as the estimation module. We implement the
NN model in software to minimize hardware changes and to be
able to deploy it on existing hardware systems. A more detailed
description of the proposed reliability estimation module is pre-
sented Section 6.
5.2. Migration controller

The primary role of the migration controller from Fig. 6 is to de-
cide when threads should be migrated and to what cores, how
many threads, how far from the initially scheduled cores, and if
done in a cascading fashion or not to limit introducing large delay
penalties. In our implementation, the period of updates varies as
function of the application being run (updates are triggered by sit-
uations when cores’ MTTF is below the desired target) but it is set
to be always longer than the lower bound of 30 ms in order to
achieve fast convergence to the desired target reliability while
keeping performance penalty acceptable. We implement the
migration controller described in Fig. 7 for its simplicity, which
in turn results in fast response times. Migration decisions (illus-
trated in Fig. 8) are actuated periodically at every temperature
sampling interval. These decisions are made based on the priority
of all scheduled threads. The priority of threads is given by their
rank in the sorted list. Migration is done while the current reliabil-
ity has not reached the target reliability. However, there is no guar-
antee that the target reliability will be reached, especially when
the target is set too aggressively by the user (we will show an
example in the results section). Therefore, our approach to regulate
lifetime reliability is a best-effort approach, meaning that the DRM
scheme will migrate threads to track the target reliability only if it
Fig. 7. Pseudocode of the algorithm that implements the migration controller from
Fig. 6.
is worth to do so. For example, it is possible that all cores are
already hot and migration alone would not help. In such cases,
extensions based on DVFS or simply stalling the system can ad-
dress such situations.
6. Online reliability estimation module

In this section we discuss in more details the reliability estima-
tion module introduced in the previous section.
6.1. Neural network based reliability estimation

Neural network (NN) models have been utilized in numerous
applications (e.g., pattern recognition and data classification) due
to their ability to extract patterns and detect trends in complex
or imprecise data. A neural network is composed of a number of
interconnected neurons (processing elements) working together
to solve a specific problem. First, it must be trained through a stan-
dard learning process. Then, the NN model can be utilized to pro-
vide estimations on new data of interest. The proposed online
reliability estimation module is constructed using a neural net-
work model, using an approach similar to [24,25]. Note that the
studies in [24,25] utilize a NN in a different context, of thermal
management. Here we apply it to reliability management, where
it effectively mimics compactly the system from its lifetime reli-
ability perspective. The neural network can utilize as inputs the
current temperatures, supply voltages, and clock frequencies of
each tile as well as their variation trends (i.e., recent history).
The output of the estimation module consists of the values of the
reliability of each tile as well as the reliability, rk, of the whole
CMP in the kth control period.

Generally, a neural network model may have several layers.
Each layer implements the transfer function Y ¼ fiðWXþ bÞ, where
W is a weight matrix, b is a bias vector, and X and Y are the input
and output vectors of layer i. The size of W is m� n, where n is the
number of inputs and m is the number of neurons in this layer. The
size of b is m� 1. In our case, we use a two-layer neural network
whose block diagram is shown in Fig. 9. We use tansig and purelin
as the transfer functions f1ð�Þ and f2ð�Þ in Fig. 9. The output of these
transfer functions are given by the expressions:



Fig. 10. Illustration of the training process of the neural network model using REST
reliability estimation framework.
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y ¼ 2

1þ e
�2
P2N

j¼1
wj �xjþb1

� � � 1 ð6Þ

rðkÞ ¼ y �w2 þ b2 ð7Þ

The relevant features that represent the inputs xj to the neural net-
work are the temperatures tiðkÞ and the supply voltages
VDDðkÞ; i ¼ 1; . . . ;N of all tiles. In our current implementation the
supply voltages of all cores remain constant; they are included in
the model for future enhancements based on DVFS.

6.2. Training the neural network

A crucial aspect of the neural network based estimator is the
training to compute the weight terms. Learning in NNs consists
of finding the correct set of weights, such that the input–output
relationship of the system is emulated accurately for all possible
cases. The training process is done at design-time using a set of
representative workloads or via sweeping input variables within
ranges of interest. To do training, we employ the REST reliability
estimation technique discussed in Section 4. In our case, training
is performed by supplying to the NN a finite set of inputs and out-
puts from the REST framework over a specific simulation interval
(Ntrain time points) as shown in Fig. 10. During each iteration, the
output from the neural network model and the target output from
REST are compared and based on their difference (i.e., error), the
weights of the NN are updated using the training algorithm. In
our implementation, we use the neural network fitting tool nftool
of Matlab for the training algorithm.

Using the REST full system simulator and reliability estimation
framework, we generate Ntrain inputs for the NN model (shown as
INPUTSðtkþ1Þ in Fig. 10). For each of these inputs we also compute
the reliability rRESTðtkþ1Þ using the Monte Carlo based engine of
the REST framework. In this way, we effectively generate reliability
traces.

It is important to note that because training is done using the
REST tool at design-time, the NN-based reliability estimator inher-
ently accounts for the contribution to reliability of both the com-
munication unit (i.e., network-on-chip) and the computational
units (i.e., cores). This is a unique advantage of our DRM scheme
in contrast with previous works, which focus only on either cores
or NoC. While in our current implementation of the proposed
DRM scheme the NN is trained at the design time only, we see
no reason for which one could not retrain the NN model periodi-
cally (e.g., monthly) to help improve accuracy, provided that new
training data becomes available.
7. Results – REST tool

In the first set of experiments, we demonstrate the proposed reli-
ability evaluation methodology on Parsec benchmarks [50]. The
architectural configuration parameters utilized in our simulations
Fig. 9. Architecture of neural network model.
are shown in Table 1. All other parameters are kept at their default
values inside the GEM5 full-system simulator.
7.1. Router location within the tile

In this set of experiments, we investigate the impact of NoC rou-
ter location within the floorplan of a single tile on the MTTF of the
overall CMP. We consider two simple tile layouts as shown in
Fig. 11. While the area occupied by a router depends primarily
on the buffers size and the number of ports, based on the discus-
sions and designs in [38,39], we assume a router whose area is
20% of the area occupied by the processor core within a tile.

The comparison between the MTTFs achieved in these two dif-
ferent cases for each of the simulated benchmarks on multicore
architectures with 4, 16, and 64 cores is shown in Fig. 12. We ob-
serve that when the router is located in the upper part of the tile, as
shown in Fig. 11.a, the system’s MTTF is smaller. Because in the
case shown in Fig. 11.b the router is further away from the actual
Alpha core, the thermal profile of the overall system is better. How-
ever, the difference is rather small; we suspect as the main reason
the benchmarks, which do not create a lot of traffic through the
network. Nevertheless, when the router is located in the upper part
of the tile closer to the Alpha core, it still represents a poorer heat
sink (due to its own higher temperature) for the heat diffused from
the core.
7.2. Network impact

Here, we investigate the impact of taking into consideration the
NoC (as the communication unit of the CMP) on the MTTF of the
overall CMP. In other words, we want to see with how much is
the MTTF optimistically estimated by previous reliability models,
which did not consider the network. The comparison between
the MTTFs achieved in these two different cases for each of the
simulated benchmarks on multicore architectures with 4, 16, and
64 cores is shown in Fig. 13. In both cases we utilize the tile layout
from Fig. 11b.
Table 1
Architectural configuration parameters.

Parameter Value

Core (frequency, VDD) Alpha EV6 21264 (1 GHz, 2 V)
Branch predictor 2 Bit counter
Reorder buffer 80-entries
L1 ICache 32 KB
L1 DCache 64 KB
L2 2 MB
Network 2D regular mesh, 1 router per core
Link bandwidth 32 bits
Routing algorithm XY
Number of virtual channels (VCs) 2



(a) (b)
Fig. 11. Tile layouts with different locations for the NoC router: (a) top router, (b)
side router.

Fig. 12. Relative comparison of the CMP’s MTTF achieved for two different locations
of the NoC routers within a tile. The two different NoC routers are shown in Fig. 11.
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We observe that when the NoC is not taken into account during
the lifetime evaluation process, the MTTF of the overall CMP is
with up to 60% longer than when the network is included. This
is not surprising, as previous work found that networks and pro-
cessors alone can reach peak temperatures of 68.6 �C and 77.9 �C,
respectively, while when networks and processors are jointly con-
sidered, chip peak temperature can reach 104.7 �C [51].

7.3. Discussion

These results demonstrate the importance of considering the
combination of both computation and communication when
evaluating reliability of CMPs. If this is not done, then the errors
became unacceptably large and any optimization strategy may
be significantly off from the real desired targets. In addition, these
results confirm that it is beneficial form a reliability perspective to
floorplan the main components of a CMP and its cores such that
Fig. 13. Relative comparison of the CMP’s MTTF achieved when the network is
taken or not into consideration during the reliability evaluation process. Results are
obtained for the side router layout from Fig. 11b.
hot spots are uniformly distributed across the entire area of the
chip.

Because GEM5 is a sophisticated and capable simulation plat-
form (it can simulate the Linux operating system as well as a vari-
ety of core types and NoC topologies), the proposed reliability
evaluation framework can be utilized to explore a large variety of
design tradeoffs and techniques spanning multiple layers. For
example, designers could investigate dynamic voltage and fre-
quency scaling, activity throttling, workload migration/scheduling
among cores, and network traffic migration via adaptive routing as
mechanisms or knobs to control and regulate the power/thermal
profiles of the overall chip. Along these lines, in the next section,
we report results achieved with the proposed dynamic reliability
management scheme.
8. Results – DRM scheme

In the second set of experiments, we demonstrate the proposed
dynamic reliability (DRM) scheme. We do not compare our results
to previously studied DRM schemes because previous studies did
not consider the effect of the NoC, which can result in differences
in reliability estimation as high as 60%, as shown in the previous
section. This could result in the comparison of design points from
completely different locations in the design space (with the design
point obtained using previous solutions being evaluated with large
errors due to the 60% estimation differences). In addition, none of
the previous DRM schemes is publicly available. We want to
emphasize that if we did not consider the contribution of the
NoC to the system’s reliability either, we would get reliability esti-
mations that would be similar to previous works, which also uti-
lized Monte Carlo simulation based techniques [6]. Therefore, we
avoid replicating previous results here. In our experiments, we
are interested in getting insights into the amount of achievable
lifetime reliability improvement over the case when no DRM
scheme is employed at all. We utilize the proposed DRM scheme
on the same benchmarks as in the previous section. The experi-
ments are performed using a modified version of the GEM5 full
system simulator. We modified the GEM5 simulator to integrate
the proposed DRM scheme and to be able to collect reliability
traces. We generate offline the neural network based reliability
estimation module, plug it into the DRM scheme, which is then
integrated with the GEM5 simulator for dynamic usage during
runtime. Our investigations follow the experimental setup de-
scribed in Fig. 14. In all our simulations, we utilize a 16 cores
CMP organized as a 4� 4 array of tiles interconnected via a mesh
network-on-chip. The configuration details of the simulated CMP
are the same as in the previous section, shown in Table 1. Because
Fig. 14. Flow diagram of the experimental setup.



Fig. 16. GEM5 simulation of blackscholes benchmark.

Fig. 17. GEM5 simulation of facesim benchmark.

Table 2
Summary of simulations shown in Fig. 15, Fig. 16, Fig. 17, and Fig. 18.

Benchmark MTTF
improv.
(%)

Perf.
Penalty
(%)

ROI exec.
time
(baseline
run) (ms)

ROI exec.
time (DRM
run) (ms)

GEM5
sim.
time
(h)
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we use XY routing, the NoC is guaranteed not to face deadlock sit-
uations even after thread migrations.

Fig. 15, Fig. 16, and Fig. 17 show the simulation results for swap-
tions, blackscholes, and facesim benchmarks run as applications
with 16 threads. In all our simulations, unless otherwise stated,
the user set lifetime reliability target is 7 years, which is similar
to those utilized in related literature. Similar plots are obtained
for other Parsec benchmarks. The plots show only the period of
time that covers the region of interest (ROI) of the GEM5 simula-
tion. Table 2 summarizes the information presented in these plots.
The performance penalty includes also the cost for executing the
NN based predictor, whose contribution is less than a tenth of this
overall penalty.

These figures show that the proposed DRM scheme can bring
and maintain the reliability above or just beneath the target reli-
ability. However, the achieved reliability when DRM is turned on
is not always above the desired target. This is because the DRM
scheme cannot bring the system to a state where the target reli-
ability is met if the target is set unrealistically too high. For exam-
ple, we set a higher target reliability for the canneal benchmark
(7 years instead of five), whose simulation result is shown in
Fig. 18. In this case, the DRM scheme does its best in its effort to
reach the target reliability and consistently maintains MTTF with
an average of 52.2% above the reference run. The reason for not
reaching the target reliability is that we set a bound constraint
on the acceptable performance penalty. In cases where perfor-
mance is not important, threads can also be delayed (not only mi-
grated) to allow cores to cool off and drive the reliability up in this
way. One can simply delay threads’ execution considerably to
achieve very high reliabilities but at the cost of severe performance
penalties; at the limit, one can stop all threads indefinitely and
achieve infinite MTTF. However, we believe that an effective way
to address this issue is to also use DVFS. Lowering voltages and fre-
quencies would result into smaller performance penalties than
excluding cores and would improve the chance to reach reliability
targets. This investigation is left to future work.
Swaptions 45.24 2.94 781 804 7
Blackscholes 50.12 6.51 568 605 6
Facesim 32.7 7.28 2319 2448 24
Canneal 52.2 9.16 480 524 12
8.1. Discussion

We notice that the performance penalty can sometimes become
large (e.g., 9%). This is due primarily to the increased thread migra-
tions dictated by the migration controller. This performance pen-
alty can be lowered by setting larger control periods for the DRM
scheme and by limiting the number of migrations. However, this
slows down the response time in tracking the target reliability.
The DRM scheme provides a mechanism to trade-off performance
for improved lifetime reliability; as it is challenging to achieve
longer lifetimes without paying any price. That is because the
DRM scheme adds extra costs required to implement it, which
may be in software, hardware, or both. One could, however, work
Fig. 15. GEM5 simulation of swaptions benchmark.

Fig. 18. GEM5 simulation of canneal benchmark.
within the context of performance where user satisfaction is also ta-
ken into consideration. For example, recent work has included user
satisfaction as a design concern too [52,53]. In such contexts, one
can opportunistically reduce energy consumption at the expense
of actual performance decrease but without affecting user satisfac-
tion. In this case the user perceived performance is virtually as
good as when nothing was done to save energy. These ideas could
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be extrapolated to the case of reliability (instead of energy) optimi-
zation as well in order to virtually not degrade the perceived per-
formance; however, this is outside the scope of this paper.

We would like to emphasize that the computational complexity
of the proposed DRM scheme is very low (in the order of a few ms)
and given by the times required by the NN-based estimation mod-
ule and the by the thread migration controller, which at its turn is
dominated by a simple sorting algorithm. The computational run-
time bottleneck is the static simulation time required at design
time, when the GEM5 simulator requires several hours or more
to simulate a benchmark. However, this is done only at design time
and possibly periodically at long time intervals (e.g., months).
More importantly, as already mentioned, GEM5 represents the
state of the art in full system multicore simulation. It represents
one of the main drivers in processor research as it allows pre-sili-
con architectural explorations. Therefore, dynamic reliability
schemes like the one presented in this paper can be investigated
for processor architecture before they are actually implemented
in silicon.
9. Conclusion

The two main contributions of this paper are: (1) an architec-
ture level unified reliability estimation methodology for CMPs
and (2) a dynamic reliability management (DRM) scheme for net-
work-on-chip based chip multiprocessors. The proposed reliability
estimation, REST, tool is motivated by the fact that each of the
communication and computational units of multicore processors
may become a reliability bottleneck. At the core of the reliability
estimation engine lies a Monte Carlo algorithm. We investigated
how system’s lifetime changes when the NoC as the communica-
tion unit of the CMP is considered or not during the reliability eval-
uation process and found that differences can be as high as 60%.
Furthermore, we developed a new dynamic reliability manage-
ment (DRM) scheme to effectively control lifetime reliability of
network-on-chip based CMPs and address TDDB and NBTI aging
failure mechanisms. Designed as a control loop, the proposed
DRM scheme uses an effective neural network based reliability
estimation module, whose training is done with the proposed REST
tool. Hence, one of its main merits is that the online reliability esti-
mation is done in a unified manner considering both cores and net-
work. Simulation results showed that reliability can be improved
by 50% in a best-effort scenario with 2–9% performance penalty.

As future work, we want to also use DVFS in combination with
thread migration and to employ techniques for full-system simula-
tion speed-up. Another interesting idea is to consider also the hard
or soft deadlines for the application execution aside from just reli-
ability estimation. Thus, for applications with hard deadlines, a
better way would be to study and use DVFS considering task dead-
lines and reliability and then perform task or thread migration.
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