Abstract—Power consumption remains one of the most important design objectives for network-on-chip (NoC) based systems. In this paper, we focus on the NoC component of these systems. Specifically, we introduce a new distributed dynamic voltage and frequency scaling (DVFS) algorithm that can tune the operation frequency and supply voltage of each router in the NoC dynamically in response to network load trends in order to mitigate network congestion and to reduce power consumption. The proposed distributed DVFS algorithm uses history based predictors that predict link and buffer utilizations. These predictions are used to forecast the future network load, which is used to do proactive frequency tuning, thereby addressing potential congestion issues and reducing power consumption. When frequency throttle is used only, power consumption is reduced by up to 50% while the network latency is only slightly degraded. When frequency boost is also used, in addition to significant power reductions, network latency is also improved. We utilize the proposed DVFS algorithm as a testbed to gain new insights into the potential of DVFS for NoCs at router level.
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I. INTRODUCTION

One of the most effective techniques to address the problem of power consumption is dynamic voltage and frequency scaling (DVFS). Despite significant previous work, there are still open questions regarding the potential benefits of DVFS techniques at different granularity levels for NoCs. Previous studies assume that the largest contribution to the network power is the links. These studies are done for older technology nodes and report power consumption estimated with the Orion 1.0 power model, which does not include clock and link power. Other studies work with large numbers of different supply voltage and frequency levels, which may require huge area penalties. Therefore, in this paper, we revisit DVFS for NoCs in an attempt to answer some of the existing questions. Toward this goal, we introduce a new distributed DVFS algorithm for NoCs at router level, which combines some of the most promising ideas on DVFS techniques for links and routers. The proposed algorithm together with the Orion 2.0 power model are integrated within an event-driven NoC simulator, which we make publicly available.

II. THE CASE OF DVFS FOR NOCS

A. The power consumed by NoCs

Power consumed by the NoC can represent up to 28 – 36% of the total power consumed by the entire system [1], [2]. The contribution of different NoC components to this power is illustrated in Fig. 1 for an 8x8 regular mesh network exercised with uniform random traffic using our custom event-driven NoC simulator setup as described later in section V.
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Fig. 1. (a) Average network latency per delivered packet and the total power consumption for an 8x8 regular mesh NoC for uniform random traffic; 65nm technology node, (b) Variation of percentages of the power consumed by router buffers, arbiter, crossbars, links, and clock components.

Fig. 1.a shows that the total power consumption increases linearly with the injection rate (i.e., network load). At small network loads, the clock component represents the majority of the power consumed by the NoC. As the network load increases, the power consumed by the router buffers and crossbar becomes dominant. At moderate network loads, the power consumed by the clock and link components is around 20% and 15%, respectively. These values are in agreement with those reported in [2] for the 80-core Intel processor prototype. These plots suggest that a comprehensive DVFS technique should address all the major components that make up the power consumed by NoCs.
B. Previous work on DVFS techniques for NoCs

Previous DVFS techniques are typically applied at either router/link level or cluster of routers level. For example, in the first category, the authors of [3] use DVFS for NoC links. They use ten different frequency levels and report 4.6X average power reduction. Adaptations of the ideas from [3] are reported in [4], [5]. Frequency boosting is used to further improve the link performance [4] while in [5] DVFS is applied to the wirelines of wireless NoCs. Frequency boosting is also used in [6]. DVFS is combined with a technique called time stealing, that allows to increase router frequency, to achieve up to 24% power savings in the power consumed by NoC routers. In the second category, many previous studies present methods to partition the NoC into several voltage-frequency islands (VFIs) and methodologies for runtime energy management [7], [8]. Because the granularity of VFIs is coarser in this case, the potential energy savings are generally less than when VF islanding is done at the router level.

Despite significant work on DVFS, it is not clear if link level DVFS is a cost effective approach and whether or not the routers should be operated at individual supply voltages and clock frequencies. For example, [3] assumes that the power consumed by links represents 82% of the total power consumed by the NoC. However, [6] assumes that the majority of the NoC power is in the buffer, crossbar, and clock related circuits of a router. The fraction of power consumed by the links is only about 13%, which is confirmed by the results on a real design [2]. The Orion 2.0 power model [9] is developed under a similar assumption. Also, many results are reported for different values of the buffer size parameter. For example, [3] works with buffer sizes of 128 flits (32-bit wide) while [6] works with buffer sizes of 4 flits (128-bit wide). Yet another parameter that varies widely in previous works is the control period, which is studied for small values of 8 to 128, and 200 cycles in [3], [4] as well as large values of 5000 cycles in [5]. In addition, many of the reported results are for network traffic that is not representative of real applications, especially for measuring and reporting latency results.

III. BACKGROUND

A. Background on prediction

Prediction can be used to take preventive measures in order to mitigate or to avoid the occurrence of emergency scenarios in a proactive manner. For example, prediction of congestion occurrence in downstream routers can be used to trigger frequency throttling early on in upstream routers in order to lower the rate at which data is sent to downstream routers. In this paper, we use the history based prediction studied in [3] mainly due to its simplicity, which enables a cost effective all hardware implementation. History based prediction works with a predefined history window (HW, i.e, control period), during which the variable of interest, \(x\), is sampled and then averaged at the end of the window. To predict the average value of the variable of interest, \(x_{\text{pred}}\), for the next history window, the following equation is used:

\[
x_{\text{pred}} = \frac{W \times x_{\text{curr}} + x_{\text{past}}}{W + 1}
\]

where, \(x_{\text{curr}}\) is the computed average value of the variable of interest in the current history window, \(x_{\text{past}}\) is the previous prediction made during the past history window, and \(W\) is a user set parameter. We use predictors for individual input-port buffer utilization (BU) and link utilization (LU) in the proposed distributed DVFS algorithm. The hardware cost of these predictors will be discussed later in section VI.

B. Background on NoC islanding

In the context of NoCs, we can find centralized or distributed DVFS techniques. Centralized techniques employ a global controller that monitors and controls the network via DVFS for each of the VFIs [7]. Distributed techniques do not depend on a global controller; instead, simpler controllers are implemented inside each router. These local controllers operate based on information that is local or gathered from the first order neighboring routers [6]. In this paper, we adopt a decentralized distributed DVFS approach because it does not require a global controller and global control signals. In addition, a distributed DVFS approach has the potential of reacting quicker to network traffic changes as it does not incur global delays and the hardware costs are smaller. Therefore, we partition the NoC into VFs where each router represents a different island. The outgoing links are driven by router output-ports at the same VF settings as the router itself while the incoming links operate at the VF settings of neighboring routers. Fig. 2 illustrates this VF islanding.

Fig. 2. Illustration of voltage frequency islanding at router level. Pattern filled areas indicate different VF islands. The links driven by a given router have the same VF settings as the router itself.

C. Background on self-similar traffic

In this paper, all simulations in section V are done for networks exercised with self-similar traffic. Self-similar traffic — which has high temporal and spatial variance, with dynamic fluctuations and bursts — is well known to better reflect the type of traffic that real applications exhibit. Our simulator integrates the self-similar traffic generator studied in [10]. Using this generator, we construct a two-level self-similar workload model similarly to [3]. At the first level, concurrent communication tasks are generated at one quarter of routers selected randomly. The arrival of these tasks follow a Poisson distribution with a mean of 600 cycles. The duration of these...
communication tasks is uniformly distributed between 600 and 1200 cycles. Within each task, at the second level of the workload model, packets are injected using the traffic generator from [10] using 128 different sources that have Pareto distributed ON/OFF periods.

IV. PROPOSED DISTRIBUTED DVFS ALGORITHM AT ROUTER LEVEL

A. Buffer utilization as a measure of network load

BU is a popular measure of network congestion and was used to develop DVFS algorithms for NoCs in the past. For example, the router $R_2$ from Fig. 3 can use information about its input buffer utilization (i.e., occupancy) to signal the neighboring routers (such as the upstream router $R_1$) to throttle their frequencies in cases when buffer occupancy is high. If neighboring routers could honor such throttle requests, congested routers would be able to mitigate or avoid congestion easier. In cases where buffer occupancy is moderate, the downstream router $R_2$ can signal the upstream router $R_1$ to boost the frequency, as router $R_2$ could handle more traffic now. Finally, when buffer occupancy is low, the downstream router $R_2$ can signal the upstream router $R_1$ to either throttle or boost the frequency. In this case, throttling could be preferred in order to save power while paying only little latency penalty because latency is anyway small at small network loads.

In our DVFS algorithm, we do not directly calculate BUs. Instead, we use history based BU predictors that are used to make DVFS decisions in a proactive fashion. Instead of computing buffer occupancy of the input-port buffers of downstream routers followed by the signaling of congestion levels to upstream routers, we implement predictors at the output-ports of the downstream routers. For example, the BU of the west input-port buffer of $R_2$ from Fig. 3 is predicted as $BU_{W,R_2}^{pred}$ by the predictor located at the east output-port of $R_1$. Using predictions from all the output-ports, $R_1$ will decide whether to throttle or boost its frequency in the next control period as will be described later.

B. Link utilization as a measure of network load

In deciding whether to throttle or boost the frequency of a router, we also use information about the link utilization (LU) of the links driven by the output ports of the router because the BU alone is not a good indicator of how busy the links are. The role of LU is described with the help of Fig. 4, which shows a typical plot of the average network latency vs. the injection rate and the variations of link and buffer utilizations as functions of the injection rate. Note that LU is small for small network loads simply because few data travel through the network. For large network loads, LU is small because routers are congested and data is stalled inside buffers.

The LU is for a link connecting two routers as in Fig. 3. The BU plot is for the input buffer driven by the link. As discussed in the previous section, BU is predicted at the output-port that drives the link. The idea is to use LU prediction to decide whether the frequency of the link should be throttled or boosted. For example, assume we are during the current control period somewhere in the middle of the LU plot and that the LU prediction we make for the next control period says that LU will be small. To identify the direction we move on the LU plot (indicated by the arrows $a$ and $d$ in Fig. 4), we also use information about the BU. When the network load is small, the BU is also small, which indicates that we are moving on the LU plot as shown by arrow $a$. Similarly, when the network load is large, the BU is also large, which indicates that we move on the LU plot in the direction of arrow $d$. Thus, by using different LU thresholds (indicated as $TL_{low}$, $TL_{high}$ and $TH_{low}$, $TH_{high}$ in Fig. 4), we can better control when actual frequency changes should be made.

C. Distributed DVFS algorithm at router level

The proposed distributed DVFS algorithm is shown in Fig. 5. It is implemented inside each router, which operates as a VFI as shown in Fig. 2, and is primarily composed of two steps that are executed at the end of each control period. First, buffer and link utilizations are computed using the predictors located at the output ports; this is done similarly to [3]. Then, the LU and BU predictions are used to decide whether to throttle or boost the router’s frequency in response to the forecasted congestion in the neighboring routers; this is done similarly to [6]. Thus, the proposed algorithm can be viewed

1 Link predictors are also located at the output ports that drive the link.
as the marriage of the DVFS for links ideas from [3] and the frequency tuning for routers ideas from [6]. In this way, both links and routers benefit from the congestion mitigation and power reduction achieved via frequency throttling and from the latency improvement achieved via frequency boosting.

**Algorithm: Distributed DVFS for Congestion and Power Reduction**

1. Start with each router set at $f_{base}$ and $VDD_{base}$
2. At end of each control period, calculate predicted BU and LU
3. for all input buffers of each router and the links that drive them
4. for $i \leftarrow 1$ to $n$ do // $n$: number of routers
5. $counter_{switch-down} = 0$, $counter_{switch-up} = 0$
6. for $j \leftarrow 1$ to $4$ do // $4$: number of output ports
7. $BU_{j}^{pred} = (W * BU_{curr}^{j} + BU_{last}^{j}) / (W + 1)$
8. $LU_{j}^{pred} = (W * LU_{curr}^{j} + LU_{last}^{j}) / (W + 1)$
9. $LU_{last}^{j} = LU_{j}^{pred}$
10. if $BU_{j}^{pred} < BU_{congested}$ then // $BU_{congested} = 0.5$
11. $T_{low} = TL_{low}$, $T_{high} = TL_{high}$ // 0.3, 0.4
12. else
13. $T_{low} = TH_{low}$, $T_{high} = TH_{high}$ // 0.6, 0.7
14. end if
15. if $LU_{j}^{pred} < T_{low}$ then // $T_{low}$
16. Frequency of this link to be switched down
17. $counter_{switch-down} = counter_{switch-down} + 1$
18. else if $LU_{j}^{pred} > T_{high}$ then // $T_{high}$
19. Frequency of this link to be switched up
20. $counter_{switch-up} = counter_{switch-up} + 1$
21. end if
22. end for
23. if $counter_{switch-up} > 0$ then // $counter_{switch-up} > 0$
24. Increase frequency of this router
25. else if $counter_{switch-down} > 0$ then // $counter_{switch-down} > 0$
26. Decrease/throttle frequency of this router
27. else
28. Keep the same frequency for this router
29. end if
30. end if
31. end for

Fig. 5. Pseudocode of the proposed distributed DVFS algorithm. $BU_{j}^{pred}$ is the predicted value of the buffer utilization of the input buffer in the downstream router, which is driven by the output port $j$ of the currently processed router $i$, $LU_{j}^{pred}$ is the predicted value of the link utilization of the link driven by the same output port $j$. $VDD_{base} = 1.2V$, $VDD_{throttle1} = 1.1V$, $VDD_{throttle2} = 1.0V$. These values are in line with previous studies [6], [11]. All routers are set initially at the highest frequency, $f_{base}$, and supply voltage, $VDD_{base}$. Later, frequencies and voltages are changed dynamically using the proposed distributed DVFS algorithm from Fig. 5. The variation of the average packet latency, the total power consumption, and the power delay product (PDP) are shown in Fig. 6 for four different values of the HW, which is used as the control period to make predictions for buffer and link utilizations as described in equation (1). For comparison purposes, we also show plots for the case when no DVFS algorithm is used; labeled as Base in Fig. 6.

We can see that when the history window is small, the power consumption is significantly reduced (Fig. 6.b) — by up to 50% for small network loads — and the average latency is only slightly increased (Fig. 6.a). Moreover, we see that the PDP is improved, pushing the tradeoff between latency and power consumption in a desirable direction. These results are expected, as a small HW can capture traffic variations well and therefore predictions are accurate, making the proposed algorithm an effective way to tradeoff power vs. latency. We can also see the network latency degrades with the increase in HW. That is because predictions for such long time horizons are generally wrong. More specifically, once the HW becomes comparable with the duration of tasks described in section III-C, predictions become inaccurate, which reinforces the important dependence of the quality of results on the traffic characteristics [7].

In the second part of our experiments, we change the frequency throttling approach by adding a fourth frequency level, $f_{boost}$. This is the frequency boost, which is 25% higher than the base or reference frequency similarly to the study in [6] and is often employed in real designs with overclocking strategies [19]. Again, all routers are set initially to the base frequency and supply voltage. Later during simulation, frequencies and voltages are changed dynamically as described in Fig. 5, but this time $f_{boost}$ is used too.

With the addition of the frequency boost, the variation of the average packet latency, the total power consumption, and the PDP change as shown in Fig. 7. We can see that at small network loads power consumption is reduced while latency is slightly increased. That is because at small network loads there is more frequency throttling. On the other hand, at moderate and large network loads, the latency is improved significantly while the power is increased slightly. That is because, in this case, there is more frequency boosting rather than throttling and frequency throttling for small LU and large BU (right hand side of Fig. 4) helps to mitigate congestion, thereby improving overall latency. Note also that the network saturation point — defined as the injection rate value where latency increases to approximately double the latency value for very small injection rates — is moved in the preferred direction; that is, to the right in Fig. 7.a.

We report PDP because it was shown to offer a better tradeoff between energy and delay than energy-delay or power-energy products, especially for submicron technologies [12].
VI. Discussion

A. Hardware Costs

The main components required to implement the proposed distributed DVFS algorithm include:

1) Per router DC-DC multilevel converters and ring oscillators capable of generating the three or four supply voltage and frequency levels. These circuits can be implemented using the solutions studied in [13]–[15]. In the case of an 8x8 regular mesh NoC, 65nm technology node, the overhead of these circuits was estimated to be about 25% of the total area of the NoC [6]. Note that this percentage will decrease with the increase of the input buffer size. However, this area penalty and its associated power consumption penalty should not be treated as a penalty with respect to the NoC only. Most of the time, DVFS techniques are also applied to the cores and therefore these converters and ring oscillators are also used for cores, which occupy much larger areas than the NoC. Hence, this area penalty must be regarded with respect to the area of the whole system; in which case, the percentage of 25% becomes much smaller. Finally, this penalty can be reduced by applying DVFS techniques to VFIIs formed by clusters of tiles, at the expense of reduced DVFS benefits.

2) Dual clock I/O buffers to facilitate asynchronous communication between routers that operate at different frequencies and supply voltages. We assume the use of mixed-clock mixed-voltage buffer designs from [16]–[18] because they have been reported as having negligible area and power penalty [6], [7].

3) The history predictors for calculating the buffer and link utilizations together with the logic to implement the algorithm from Fig. 5. Each router has four BU predictors and four LU predictors. We assume that these predictors are implemented using all hardware circuit solutions similar to those studied in [3]. Previous studies reported that the overhead of such predictor circuits as well as of the remaining control logic to implement algorithms whose complexity is similar to that of...
the proposed DVFS algorithm is also negligible [3], [4], [6].

B. Cons of doing DVFS at router level

1) The hardware penalty discussed in the previous section represents one of the main costs. Whether this cost is worthwhile, will probably depend on the application specific domain.

2) DVFS techniques adjust the frequency and voltage in specific order. When the frequency is adjusted from high to low, it is scaled down before the voltage is decreased. When the frequency is adjusted from low to high, the voltage is increased before the frequency is scaled up. Either of these activities requires switching time, which we must pay as penalty and can be anywhere from one cycle up to 50 or more cycles of base frequency [3], [5], [14], depending on the actual DC-DC converter circuits and technology node. We find the need for fast switching DC-DC converters as the number one challenge in realizing the potential of prediction based DVFS because only small switching times would allow us to work with relatively short control periods, when predictions are accurate.

3) In our experiments, we found that results are sensitive to the hardcoded thresholds utilized in the proposed distributed DVFS algorithm. Previous studies also use similar hardcoded thresholds. For example, the thresholds 0.3 and 0.4 from Fig. 5 have a significant impact over the tradeoff between latency and power at small network loads. If these thresholds are selected too small, then, frequency boosting will be triggered very early and the network ends up operating at high frequency most of the time. On the other hand, selecting the thresholds 0.6 and 0.7 from Fig. 5 too large may delay the time when frequency is throttled, which may be too late to have a satisfactory impact on mitigating congestion, thereby improving also latency. Selection of these thresholds can represent a design difficulty, especially when DVFS algorithms are implemented all in hardware. Nevertheless, this con is also a pro because the hardcoded thresholds can be used to control/tune\(^3\) the tradeoff between power savings and latency penalty described in Fig. 6 and Fig. 7.

C. Pros of doing DVFS at router level

1) DVFS techniques at router level can be utilized to significantly reduce power consumption of NoCs by trading-off acceptable latency degradation.

2) We find that improving the power delay product (PDP) is one of the most important benefits of the proposed DVFS algorithm.

VII. CONCLUSION

We propose a distributed DVFS algorithm for NoCs whose objective is both to mitigate NoC congestion and to reduce power consumption via online distributed voltage and frequency tuning of each router individually. Using the proposed algorithm as a testbed, we investigate the potential benefits and limitations of distributed DVFS techniques for NoCs at router level. We find that while DVFS offers a tunable tradeoff between latency and power and can be used to improve the power delay product, it poses the challenges of fast switching DC-DC converters and of hardware overheads. Our entire simulation framework is publicly available at [20].
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