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Abstract— Advances in the chip fabrication technology have fresh approach, as new cost functions become important, and
begun to make manufacturing 3D chips a reality. For 3D desiga new design structures must be devised, and ordinary extesisi

to achieve their full potential, it is imperative to developeffective of 2D approaches are unequal to the task of solving these
physical design strategies that handle the complexities a@nnew problems

objectives specific to 3D designs. We present two frameworks - ] ) ) )
of placement and routing techniques, for 3D FPGA and for 3D This paper describes computer-aided design techniques for
standard cell based designs, respectively. Our method addsses placement and routing in 3D integrated circuits, developed

wire length, delay and area minimization, as well as thermal ynder our3D-ADOpt (3D-Analysis anddesignOptimization)

optimization during placement and routing phases. These to ; :
flows have been used to obtain optimized layouts for benchmks framework. The approaches herein address a dichotomy of

with upto 8000 FPGA blocks and tens of thousands of standard d€sign styles: FPGA-style designs and ASIC-style designs.
cells, respectively. The factors that are important in each style are differernthat

a “one-size-fits-all” approach is impractical, and therefave

present separate approaches for 3D physical design for each
|. INTRODUCTION of these technologies. For example, thermal issues are much
more important in ASIC designs than in FPGA architectures
ince the power densities in the former are higher. This is
. ) . N aregRcause both the operating clock frequencies, and thetgensi
that are cons!dered prime real estate. In addition to pénit of utilized logic, are much higher in ASICs than in FPGAs.
Iarg?_ population densities, S,,UCh an arrangement. also esd herefore, our ASIC tool tightly integrates thermal issures
the mterconn(_ect bott[eneck th"flt would come W'th the ro%e placement and routing algorithms. Another example that
network associated W'th an equivalent set of Iow—rlsespVyhl highlights the differences between ASICs and FPGA fabscs i
would _have to be d|s_tr|buted over a larger area. The silic at the cost of higher connectivities in FPGAs is greathis T
world is not much different, and the need to densely PaH4n be attributed to the fact that a larger number of possible

circuits, and locate critical blocks as close as possibkesith : iy - : ;
' . ! onnections must be facilitated (in they andz dimensions
other, has led to the advent of three-dimensional (3D) tec ( Y : )

logies 11 with multiole f devi tacked atocle in FPGAs, and this entails an overhead of silicon real-estat
nologies [ .]’ with mulliple tiers ot devices stacked atoprea y, o st pe used to implement pass transistor switches,
other. '_I'he increased packmg de_ngty Improves t_he_ computaty, ¢ers and SRAMs that implement this capability; in ASICs,
per unit volume, and results in d!m'”'ShEd O_n'Ch'p |_nte . on the other hand, all we need to add is an inter-tier via that
problems due to reduced parasitics [2]. This curtailmertihén

s i hieved by reducti it . connects one active device tier (layer) to anotheroHence,
parasitics 1S achieved by reductions in the average inberect our FPGA placement method uses a two-step optimization
lengths (in comparison with 2D implementations, for the sal

Uit si Il as by d it i hich risi rrE:)rocess in which inter-tier vias are minimized first, follegv
tcr;rcw s||ze), as ,\[Nef ?]s ty ?Fsertm egra |o:1_, w Ils - by further optimization within and across tiers, while the

€ replacement ot chip-to-chip INtercONNECUONS by K@~ aqic flow uses cost function weighting to discourage, but
connections. Consequently, 3D integration can be an einatHSt minimize, inter-tier crossings

for enhancements in system performance, power, religbilit
and portability. Advances in industrial [3], governmeni [4
and academic [5] research laboratories have demonstrated
3D designs with inter-tier separations of the order of a few While there has been some previous work proposing 3D
microns. Recently, MIT Lincoln Laboratories has offered 8PGA architectures, most of it falls short of proposing a
MOSIS-like 3D integration program under the auspices @bmplete 3D-specific system. Alexandsral. borrowed ideas
DARPA. from multi-chip module (MCM) techniques, and proposed to
Fundamentally, the problem of 3D design is related touild a 3D FPGA by stacking together a number of 2D FPGA

topological arrangements of blocks, and therefore, playsibare dies [6], with electrical contacts between differeiatsd
design plays a natural role in determining the success of &ging made using solder bumps or vias passing through the die
design strategies. Physical design in the 3D realm reqaireThe number of solder bumps that can fit on a die determines

Il. FPGA-STYLE DESIGNS

This research was supported in part by DARPA under grant NB&2-1- 1t should be emphasized inter-tier vias are valuable ressumn the 3D
8909. ASIC context too, but to a lesser degree than in 3D FPGAs



the width and separation of vertical channels between FPGi#e area overhead associated with 3D switches as discussed
tiers (layers). Chiricescet al. advocated placing the routingin the previous section. After dividing the netlist intorte

in one tier and the logic on another for more efficient tieFPR continues with thelacemenbf each tier using a hybrid
utilization [7]. Universal switch boxes for 3D FPGA desigrapproach that combines top-down partitioning and simdlate
were analyzed in [8]. It is important to point out that alBnnealing. The annealing step moves cells mostly withis.tie
previous FPGA works assume that the inter-tier connegtiviEinally, the cells are routed to obtain a placed and routed
is provided by vertical wire segments that connect each tigolution. The following sections describe these steps inemo

to its adjacent tiers only. With respect to developing CAletail.
tools for 3D FPGA integration, Alexandet al. proposed 3D
placement and routing algorithms for their architectur¢sin

Tveack | Ciruit (bl >

A. FPGA Architecture Exploration Tech mapped Architecture
p- i ) netlist Ll
There are several considerations that must be taken into
account while developing the architecture of a 3D FPGA. 3D-ADOpt TPR tool
Designers must strike a balance between fabrication cost, Partitioning and assignmentto

area overhead, routability and speed. Architectural exaln layers

should be performed in the context of the circuits that will
run on the FPGA chip, and the CAD tools that map such ‘
circuits to the FPGA device. An important factor affecting

the performance and area efficiency of the 3D FPGA is the

routing architecture. Switchboxes with too much conndgtiv

will excessively waste area, and meager inter-tier via t®un CT— —

will hurt the performance of the design. S —

Figure 1(a) shows an example of a 3D FPGA where multiple
2D FPGAs are stacked, and a subset of the switches i 2= Flow of our 3D-ADOpt TPR tool.
the switchbox provide connections between tiers. Figubg 1(
shows such a switchbox. As can be seen from the figure, al) Partitioning the Circuit Between TiersThe TPR step
switch that connects wire segments in all three) and = that performs partitioning and tier assignment of the dirisu
dimensions will have a connectivity, = 52, which translates shown conceptually in Figure 3. After the netlist is paotited
to 15 pass transistors (and buffers) as opposed to a 2D conri&ng hMetis, a novel linear placement approach is used to
tivity of F, = 3 which requires 6 pass transistors. As a resufifange the tiers such that wire length and the maximum
the number of high connectivity switches must be minimize§utsize between adjacent tiers is minimized. This is aculev
without sacrificing routability. The routing architectunsed by mapping this problem to that of minimizing the bandwidth
in this work utilizes multi-segment routing with inter-tiire  0f @ m’d}tfi)?: using an efficient matrix bandwidth minimization
segments of lengths 1, 2, and 6. heuristic.

To fully evaluate the effect of architectural choices, de-
signers need flexible physical design tools that can take
architectural parameters as input, and report wire length,
channel width, area and delay of benchmark circuits. We have
developed a placement and routing tool called TPR (Three-
dimensional Place and Route) for this purpose. Sectiois Il-
and I[I-C describe the algorithms used in the placement and
routing steps of TPR. Fig. 3. Partitioning of the netlist into tiers

Constraint driven placement /
Simulated Annealing

3D detailed routing

Figure 4 shows a graph in which each node corresponds
to a cluster from the graph in Figure 3. An E-V matrix is
The philosophy of our tool follows that of its 2D coun-formed in which each row corresponds to an edge, and the
terpart, VPR [9]. The flow of the TPR placement and routolumns correspond to vertices. An entry in the matrix is
ing CAD tool is shown in Figure 1I-B. The placement almon-zero if vertex; is incident to edge, and zero otherwise,
gorithm first employs epartitioning step using the hMetis and the bandwidth of this matrix is sought to be minimized
algorithm [10] to divide the circuit into a number of baladce py choosing an optimal ordering of the vertices.
partitions, equal to the number of tiers for 3D integration. |ntyitively, we would like to minimize the bandwidth of ev-
The goal of this first min-cut partitioning is to minimizeery row, because the bandwidth of a row represents how many

the number of vertical (i.e., inter-tier) wires and deciegs

B. Placement Algorithms

3The bandwidth of a matrix is defined as the maximum bandwidthllo
2F of a switchbox is defined as the number of outgoing tracks eoniing  its rows. The bandwidth of a row is defined as the distance dmmvihe first
track is connected to. and last non-zero entries.



2D Switch Box 3D Switch Box

(a) 3D FPGA (b) Example 3D FPGA switch and its connectivity

Fig. 1. 3D FPGA and swtich example.

is desirable to distribute the bands of different rows amalhg and third elements, which translates into swapping therseco
columns, because the number of bands enclosing a particaad third rows of the EV-matrix.
column translates into the number of vertical vias that have
pass through the tier corresponding to that column. Miniimgiz
the matrix band-width achieves both goals: it minimizes thf'
span of every row, and distributes the bands across columns.
The bandwidth minimization problem is known to be NP-
complete [11] and a solution for the tier assignment proble
may not be optimal in terms of both objectives of wire-length’
and maximum cut between adjacent tiers. Therefore, for this
step, we use an efficient heuristic [12] that is able to fin
solutions with very good trade-off between wire-length and’
maximum cut. This technique is briefly described in what
follows using the graph example of Figure 4. 5
The procedure to solve the bandwidth minimization problem
uses row (column) swaps in order to sort rows (columns) such
that non-zero elements are moved towards the main diagonal.
For example, for the matrix of Figure 4, in order to drift non- 2) Partitioning-based Placement Within Tierdfter the
zero elements from the upper half towards the main diagonaitial tier assignment, placement is performed on each tie
(i.e., from right to left) column swaps are performed betweestarting with the top tier, proceeding tier after tier. THage-
columns 2 and 3 and then column 6 is moved between coluningnt of every tier is based on edge-weighted quad-parititgpn
2 and 4. This technique is repeated on rows and columuging the hMetis partitioning algorithm, and is similar tet
to move non-zero elements closer to the diagonal. When teproach in [13], which has the same quality as VPR but at 3-
above procedure is run on the example on the left of Figure4fimes shorter run times. Edge weights are usually computed
the linear arrangement on the right is created. The goal io¥ersely proportional to the timing slack of the corresgiog
getting the matrix to a band-form (which translates into stbenets. However, we also selectively bias weights of the most
linear ordering) serves two objectives: critical nets. The set of critical nets is comprised of edges
Cutsize minimization:by having all “1”s in the the current k-most critical paths. In order to improve tigin

matrix clustered along the main diagonal, the cutsiZ8& Pounding box of the terminals of a critical net placed on
(the number of nets cut by a dummy plane parall@ tier is projected to the lower tiers and used as a placement
to the tiers) is minimized everywhere in the lineafonstraint for other terminals. More details of the paotitng-
arrangement. based _placement phase_ can be found in [14]. _

Wirelength minimizationby minimizing the band- 3)_ _Slmulated Annealing Placement Phadeollowing the
width (maximum distance spanned by any of thRartitioning-based placement step, a 3D-adapted version o

nets) of the EV-matrix, the total wire-length of all VPR [9] is used in the low-temperature annealing phase
nets is minimized. to further improve wire length and routability. We use the

The pseudo-code of the procedure used for EV—matrf|§)<IIOWIng cost function for each net.

bandwidth minimization is shown below. The “Left” array of

the leftmost matrix in Figure 4 would be 3,6,4,6,6, since th€ostsp(e) = q.Costap(e) + a.Span,(e) + B.numTiers(e)
rightmost “1” elements in the rows are located in columns 3, (1)

6, 4, 6 and 6. Sorting this array requires swapping the secondvhereCost,p is the half-perimeter size of the 2D projec-

Al gorithm Band-w dth mininization:

Build EV-matri x

Array Left = indices of right-nost
non-zero elenents in rows.

Sort Left swapping rows.

Array Top = indices of bottom nost
non-zero el enents in col ums.

Sort Top, swappi ng col ums.

Array Right = indices of |eft-nost
non-zero elements in rows.

Sort Right, swapping rows.

Array Bottom = indi ces of top-nost
non-zero elenents in col ums.

Sort Bottom swapping col ums.
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Fig. 4. The E-V matrix and steps to minimize both wire lengtid @utsize

D. FPGA Results

In our experiments we used the 3D FPGA architecture of
Figure 1(a) where segment lengths of 1, 2, and “Idnfgtrm
the inter-tier routing structure, and segment lengths 02,1,
6, and “long” are used within tiers. The delay of an inter-
tier segment is assumed to be equal to that of an intra-tier
segment of the same length. This is justified by the relativel
short length of inter-tier vias in the emerging 3D technidsg
and the fact that the dominating factor in the delay of an

Num_layers(e) =2 ‘Y"m—’ay ers(e) =3 FPGA routing segment is the pass transistor and buffer delay
Span,=2 Span,=2 Our architecture definition file can be modified to reflect any

parasitics on the vertical connections, though.
Fig. 5. An example showing the difference between a net's spal number Figure 6 shows the results of our algorithm on the MCNC
of tiers. benchmarks. The right graph compares the quality of 5-fier 3
circuits placed and routed using TPR to 2D circuits placetl an
tion of the bounding box of net, Span.(e) is the total span of routed by VPR. The bars show the ratio of the averages (over
the net between tiers, amdimTiers(e) is the number of tiers all the MCNC benchmark circuits) of metrics such as area, and
on which the terminals of the net are distributed. Pararset@l€lay to those of the 2D couterparts. Total area is the fadtpr
¢, a and 3 are tuning parameterg has the same role as inarea multiplied by number of tiers. It can be seen that delay
VPR). Figure 5 shows an example to illustrate why we ugid wire length can be improved by about 20%, whereas total
the two component§pan., andnumTiers. In a 3D routing area increases due to the extra area used by 3D switches and
structure that employs multi-segment inter-tier conmextj Whitespace created on some tiers. _ .
the left figure is more likely to use fewer vertical connentio  The right graph of Figure 6 shows the improvement in delay

(of length 2) to connect the terminals on the first and thedthief all MCNC benchmarks as we increase the number of tiers.
tiers. It can be observed that for this size of circuits, going up-t 5

tiers has great benefits but beyond that, there are dimirgshi
C. Routing Algorithms returns.

Our routing algorithm is an extension of VPR’s routing
engine. The 3D FPGA architecture (see Figure 1(a)) destribe [1l. ASIC-STYLE DESIGNS

in the architecture file is represented as a routing resource-g. <iandard cell based 3D designs, we describe a flow,
graph. E?‘Ch node of t_he routing resource graph r_epresemiﬁtﬁtrated in Figure 7, for performing placement and rogti
wire (hor!zor_nal tracks in the andy ch_annels Qf all tiers and with built-in techniques for thermal mitigation. The inpiat
v_ertlcal vias in the: channels) or a Iogu_: bIOCI_( Input or outputy, system is a technology-mapped netlist and a description
pin. A.dlrected edge reprgsentg a unidirectional swﬂcfu:_k(suof the library (these could be, for example, LEF/DEF and
as a tri-state buffer). A pair of directed edges represeis a |, descriptions), and the physical design process ctmeis

directional switch (such as a pass transistor). We add exUg e a| steps. Temperature is treated as a first-clas®rcitiz
penalties to bends of a route created by a horizontal tradk &}, jng this optimization, in addition to other conventibna
a vertical via as well as to vertical vias themselves in ord§foyics and intertier via reduction is also considered ¢o b

to discourage the routing engine to prefer vertical vias a%ddesirable goal. In th@lacementstep, the standard cells
therefore to avoid a net placed totally in one tier to be rdute

using tracks in different tiers. 4A “long” segment spans all tiers
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@ % A. 3D thermally-driven placement

| 3D-ADOpVASIC Tool |

‘ Thermally-driven 3D placement ‘
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Thermal via positioning
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Fig. 7. Physical design flow for 3D ASIC-style implementato
Fig. 8. A placement for the benchmark ibm01 in a four-tier @ohnology.

Before describing the innards of the placer, it is illusteat
are arranged in rows within the tiers of the three-dimeraionto view the result of a typical 3D placement obtained usirgy th
circuit. Since thermal considerations are particularlpariant 3D-ADOpt placer: a layout for the benchmark circuit, ibm01,
in 3D ASIC-like circuits, this procedure must spread thdscelin a four-tier 3D process, is displayed in Figure 8. The cells
to achieve a reasonable temperature distribution, whie alare positioned in ordered rows on each tier, and the layout in
capturing traditional placement requirements. In the sdcoeach individual tier looks similar to a 2D standard cell lago
step, the temperature distribution is made more uniform fyhe heat sink is placed at the bottom of the 3D chip, and
the judicious positioning othermal viaswithin the placement, the red regions are hotter than the blue regions. It is clear
which achieves improved heat removal. These vias correspahat the coolest cells are those in the bottom tier, next ¢o th
to inter-tier metal connections that have no electricatfiom, heat sink, and the temperature increases as we move to higher
but instead, constitute a passive cooling technology treat/sl tiers. The thermal placement method consciously mitigéies
heat from the problem areas to the heat sink. Finally, themperature by making the upper tiers sparser, in termseof th
placement goes throughrauting step to obtain a completedpercentage of area populated by the cells, than the lowst tie
layout. During routing, several objectives and constsintist In the subsequent description, we will provide an overview
be taken into consideration, including avoiding blockades of the algorithms that are used within the placement engine,
to areas occupied by thermal vias, incorporating the efiéct showing how it directly incorporates thermal objectivemin
temperature on the delays of the routed wires, and of courptacement.
traditional objectives such as wire length, timing, coriges 1) Fast Thermal Analysis of 3D Integrated Circuit#in
and routing completion. We will now describe each of thesessential ingredient of a thermally-driven placement eagi
steps in further detail. is a fast temperature analyzer. At the placement stage, it is



adequate to consider the steady-state case, where heat ao@-chosen to be higher in the z direction to discourage-inter
duction within the chip substrate is described by the follayv tier vias. Fixed locations such as input/output pads, ordfixe

differential equation: blocks, are easily incorporated into this formulation
5272 5272 5272 Other design criteria such as cell overlap, timing, and
Kxa_ + Kya— + Kza— +Q(x,y,z) =0, (2) congestion are used to derived the repulsive forces. Infthe 3
T Y z

context, thermal criteria are used to generate repulsinees)
whereT is the temperaturdy,;, K, andk; are, respectively, in order to prevent hot spots. The temperature gradientofwhi
the thermal conductivities along the three coordinatecdireitself can be related to the stiffness matrix and its deirret
tions, and Q is the heat generated per unit volume. A unigiseused to determine the magnitudes and directions of these
solution exists when convective, isothermal, and/or @®d forces, as illustrated in Figure 9(c).
boundary conditions are appropriately applied, and these a Once the entire system of attractive and repulsive forces
determined by the nature of the packaging and the heat sifkgenerated, repulsive forces are added, the system isdsolv
The above partial differential equation can be solved ngor the minimum energy state, i.e., the equilibrium locatio
merically using finite element analysis (FEA) [15], whichdeally, this minimizes the wire lengths while at the samesti
discretizes the design space into regions known as elemesgisfying the other design criteria such as the tempezatur
For rectangular structures of the type encountered intiated distribution. The iterative force-directed approachduls the
circuits, a rectangular cuboidal element can simulate hQ@IIowing steps in the main loop. Initially, forces are upeth
conduction in the lateral directions without aberratiomshie pased on the previous placement. Using these new forces,
prime directions. the cell positions are then calculated. These two steps of
In FEA, the temperatures are calculated at discrete poitgiculating forces and finding cell positions are repeated u
(in this case, the nodes of the rectangular cuboid), and 4 exit criteria are satisfied. The specifics of the forcealed
temperatures within the elements are interpolated usingagproach to thermal placement, including the mathematical
weighted average of the temperatures at the nodes. In Wgrivijetails, are presented in [17].
the finite element equations, the differential equationi€?) once the iterations converge, a final postprocessing step
approximated within the elements using this interpolatfeor s ysed to legalize the placement. Even though forces have
a specific element type, such as a rectangular prism, Qfi§n added to discourage overlaps, the force-directeciengi
may derive “element stamps” that are similar in character {Q)es the problem in the continuous domain, and the task
the element stamps for electrical elements in modified noqgl |egalization is to align cells to tiers, and to rows within
analysis [16]. The heat conduction stamp for the eighteverteach tier. The technique has been demonstrated on benchmark
rectangular prism can be derived as&r 8 matrix. circuits with over 50,000 cells, and shows an approximately
These stamps are added to a global matrix to set up {{j&sar run-time trends as the circuit size increases. Rieog
global system of linear equations, results show average improvements of 17% in the average
KT =P, (3) thermal gradient, as shown in Figure Ill-A.2, and 17% in the

_ maximum temperature, for a nominal increase in wirelength
where T is the vector of nodal temperatures afid the as Compared to non-thermal p|acement_

vector of node powers. In the FEA parlance, the left hand
side matrix, K, is referred to as the global stiffness matrix
Stamps for boundary conditions can similarly be derive:
Conductive boundary conditions simply correspond to fixe
temperatures; since these parameters are no longer emat
they can be eliminated and the quantities moved to the ri¢ 4gq
hand side so thak is nonsingular. The FEA equations may 4gq
be solved rapidly using an iterative linear solver, withvele 14
adjustments of the convergence criteria to achieve greater 120
lesser accuracy, as required at different stages of thatiiter 1gp
placement process. 80
2) The force-directed paradignfor 3D designs, placement g
must be carried out in not just the xy-plane, but the entirexy 40
space in three dimensions. In current technologies, in the 20
dimension, the number of tiers is restricted to a small numb 0
The placement engine is based on a force-directed approe S, B . b % B B b %
where an analogy to Hooke’s law is used by representing n °% %} %s %o %v %6, 20, ":oo %.9
as springs and finding the cell positions that correspond b4 @:,
the minimum energy state of the system. Attractive forces,
illustrated in Figure 9(a) and (b), are created between-inte
connected cells, and these are proportional to the quadraiy. 10. Temperature gradient improvements with therrdiiyen place-
function of the cell coordinates that represents the Eaalid ment.
distance between the blocks. The constants of proporttgnal

Max Temperature After Placement

@ No Thermal Forces © Thermal Placement
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Fig. 9. (a) A sample netlist (b) Attractive forces corresgiog to wire connections (c) Repulsive thermal force vestor

B. Thermal via positioning

ooes

Fig. 12. Thermal profile obt ruct after thermal via insertion.

standpoint, it is unreasonable to perform full-chip therma
analysis, particularly in the inner loop of an optimizer tlag

While silicon is a good thermal conductor, with half or mor@ranularity of individual thermal vias. At this level of ae
of the conductivity of typical metals, many of the materialf1dividual elements would have to correspond to the size of
used in 3D technologies are strong insulators that placersev? thermal via, and the size of the FEA stiffness matrix would
restrictions on the amount of heat that can be removed, elRFFOMe extremely large.
under the best placement solution. The materials includeyep ~Fortunately, there are reasonable ways to overcome each
bonding materials used to attach 3D tiers, or field oxide, 8f these issues. The blockage problem may be controlled by
the insulator in an SOI technology. Therefore, the use Bfforcing discipline within the design, designating a siec
deliberate metal lines that serve as heat removing channéf of areas within the chip as potential thermal via sitégse
called “thermal vias,” are an important ingredient of theato could be chosen as specific inter-row regions in the celedhas
thermal solution. The second step in the flow determines tiyout, and the optimizer would determine the density with
optimal positions of thermal vias in the placement that pr(\;\zhich these are filled with thermal vias. The advantage to

vides an overall improvement in the temperature distrésuti the router is obvious, since only these regions are potentia
In realistic 3D techno'ogiesy the dimensions of these itigar b|OCkageS, which is much easier to handle. To control the FEA

vias are of the order ofumx5um, stiffness matrix size, one could work with a two-level scleem

In principle, the problem of placing thermal vias can pwith relatively large elements, where the average thermal
viewed as one of determining one of two conductivitie§onductivity of each region is a design variable. Once this
(corresponding to the presence or absence of metal) at evdygrage conductivity is chosen, it could be translated back
candidate point where a thermal via may be placed in tH¥0 a precise distribution of thermal vias within the elerhe
chip. However, in practice, it is easy to see that such &mat achieves that average conductivity.
approach could lead to an extremely large search space than algorithm to solving this problem is described in [18].
is exponential in the number of possible positions; noté th&he technique has been applied to a range of benchmark cir-
the set of possible positions in itself is extremely largeit® cuits, with over 158,000 cells, and the insertion of thermias
apart from the size of the search space, such an appro&bhws an improvement in the average temperature of about
is unrealistic for several other reasons. First, the want&0% [18], with runtimes of a couple of minutes. Therefore,
addition of thermal vias in any arbitrary region of the layouhermal via addition has a more dramatic effect on tempegatu
would lead to nightmares for a router, which would have teeduction than thermal placement.
navigate around these blockages. Second, from a practicaFigures 11 and 12 show the 3D layout of the benchmark

Fig. 11. Thermal profile obt r uct without thermal vias.



struct, before and after the addition of thermal vias, re- 3D-ADOpt/ASIC Router
spectively. As before, red and blue regions in the thermal

map represent hot and cool regions, respectively. Remirkab ( . .. )
the greatest concentration of thermal viasi in the hottest Steiner Minimum Tree
regions, as one might expect at first. The intuition behinsl th generation

is as follows: if we consider the center of the uppermost tier \ J
a major reason why it is hot is because the tier below it is at - lL o

an elevated temperature. Adding thermal vias to remove heat

from the second tier, therefore, effectively also signifitya 20 Colidestion

reduces the temperature of the top tier. For this reason, the estimation
regions where the insertion of thermal vias is most effectiv - <
are those that have high thermal gradients. lL

Network-flow based
interlayer via assignment
\_ Y,

Tier 1 lL

a '

C. Routing algorithms

Min-cost maze routing

Tier 2

——
|~
I‘_/ Tier 3

Fig. 14. Overall router algorithm.

vias within each grid. Moreover, critical wires should aVvoi
the high-temperature tiles, as far as possible.
Fig. 13. An example route for a net in a three-tier 3D techgylo The overall flow of the solution technique is shown in
_ Figure 14. In the first step, a Steiner minimum tree is built
Once the cells have been placed and the locations of #3¢ each net, with a cost that depends on the length of the
thermal vias determined, the routing stage finds the optimgd; ith a penalty that discourages, but does not prohibit,
interconnections between the wires. As in 2D routing, it igie yse of more than the minimum number of inter-tier vias).
important to optimize the wire length, the delay, and theyis Steiner structure still affords considerable flexipiin
congestion. In addition, several 3D-specific issues cor® inpe routing through the availability of soft edges [19], dnd
play. Firstly, the delay of a wire increases with its temf@®  o5ch |ayer, assuming L and Z shaped routes, the distribution
so that more critical wires should avoid the hottest regionss wire congestion is determined in the second step. Next, a
as far as possible. Secondly, inter-tier vias are a valualpjgyrarchical procedure is followed for the precise assignim
resource that must be optimally allocated among the neg3.inter-tier via locations: this corresponds to to a seqeen
Thirdly, congestion management and blockage avoidanceys assignment problems (assigning nets to vias) that are
more complex with the addition of a third dimension. Fogqyed using network-flow techniques. Once the inter-tiar v
instance, a signal via or thermal via that spans two Or MOggations are determined, the final step performs a minimum-
tiers constitutes a bI(_)ckage that wires must navigate atou_ncost maze routing in each layer, with a cost function that is
Each of the above issues can be managed through exploifiigieq on the wire length, the temperature, and the congestio
the flexibilities available in determining the precise ®ut;, yield the global routing solution. Finally, any stand@®@
within the bounding box of a net, or perhaps even considerigtailed router may be used for detailed routing.
slight.detours outsid(_e the bounding box, when an.increase i”Figure 15 shows the average delay improvements for the
the wire length may improve the delay or congestion or MaYjtica sinks for a set of benchmark circuits, as compared t
provide further flexibility for inter-tier via assignment. a router that ignores thermal effects. It can be seen that the

_ Consider the problem of routing in a 3-tier technology, §$nge of improvement is between 12% an 30%, and the total
illustrated in Figure 13. The layout is gridded into rectalg \yire |ength remains nearly unchanged from the non-thermal
tiles, each with a horizontal and vertical capacity thatedet .5qa

mines the number of wires that can traverse the tile, and an
inter-tier via capacity that determines the number of friss v
available in that tile. These capacities account for theuses
allocated for non-signal wires (e.g., power and clock wWires 3D technologies offer great promise in providing improve-
as well as the resources used by thermal vias. For a singlents in the overall circuit performance. Physical desigy$

net, as shown in the figure, the degrees of freedom that arenajor role in being able to exploit the flexibilities offdri
available are in choosing the locations of the inter-tieasyi the third dimension, and this paper has overviewed methods
and selecting the precise routes within each tier. Theilmeat for placement and routing for both FPGA-style and ASICstyl

of inter-tier vias will depend on the resource contention falesigns.

IV. CONCLUSION
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Fig. 15. Average delay improvement: thermal vs. nonther3ialrouting.
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(18]

There are several promising directions that remain to be gxg)
plored, since 3D design enables other significant techiedog

for example, 3D permits mixed-signal designs to isolatdana

functionalities from digital blocks by placing them on difént
layers and/or using isolation ground planes between layers
heteregeneous integration is made possible, using dlasimi
technologies in each tier (e.g., CMOS in one tier and GaAs
in another); and so on. Each of these offer further challenge
in the placement-and-routing arena, and are topics fohéurt
research.
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